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Abstract
Whereas the persuasive impact of message variables such as weaker versus stronger threat appeals, vivid versus pallid messages, and one-
sided versus two-sided messages has received much research attention, more abstract properties of such message variables have gone largely
unexamined. This article reports an analysis of one such property, reconstructability: the degree to which one of the two messages in an experi-
mental pair can be deduced from the other. Evidence is offered from research on persuasive communication that as message variables become
less reconstructable, the variability of the associated effect sizes increases—which creates distinctive challenges for theoretical progress and
practical message design. Attention to message-variable properties such as reconstructability promises to shed light on how and why effects dif-
fer across message variables.
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Much experimental research has taken up the question of
the effects of message variables on persuasive outcomes—
strong versus weak fear appeals, narrative versus non-
narrative formats, gain-framed versus loss-framed appeals,
and so on. Results from such studies can be described using
effect sizes (ESs); for a given study, the ES describes the dif-
ference in persuasiveness between the two message forms
being compared.

Meta-analytic treatments of such research have naturally
focused on the mean ES associated with a given message
variable—the average persuasive advantage conferred by a
given message design choice. But attention is now also be-
ing given to effect-size variability. A meta-analytic mean ES
is based on some number of ESs from individual studies,
and those individual ESs vary in magnitude. That is, the
ESs are not uniform but rather heterogeneous. (For some
recent discussions of ES heterogeneity, see Bryan et al.,
2021; Kenny & Judd, 2019; Levine & Weber, 2020;
Linden & Hönekopp, 2021.)

One question that naturally arises is: For a given message
variable, how can the observed variability in persuasion ESs
be explained? Answering this question has commonly
involved examination of potential moderating variables. For
example, the relative persuasiveness of gain-framed and loss-
framed appeals has been hypothesized to be influenced by
the perceived riskiness of the advocated behavior (see, e.g.,
Rothman et al., 2006; for an assessment of this hypothesis,
see Van ’t Riet et al., 2016). Similarly, the relative persua-
siveness of one-sided and two-sided messages has been
hypothesized to be influenced by whether the two-sided

message is refutational or nonrefutational (Allen, 1991; for
an assessment, see O’Keefe, 1999a).

Questions about how to account for effect-size variability
for specific message variables will naturally have different
answers for different message variables. The factors that mod-
erate the relative persuasiveness of narrative and non-
narrative formats will not necessarily be the same as those
that moderate the relative persuasiveness of metaphorical and
non-metaphorical messages. But the abstract idea is the same:
For a given message variable, the presence of effect-size vari-
ability can be a consequence of having included ESs represent-
ing different levels of some relevant moderator. Within the
levels of such a moderator, ESs are expected to be more
consistent.

This article takes up a related, but subtly different, research
question about effect-size variability: What influences the
amount of persuasion effect-size variability for message varia-
bles? The suggestion to be advanced is that some message var-
iables are more likely than others to yield persuasion ESs that
vary considerably (quite independent of any influence of mod-
erating factors). Thus the present interest is not with the vari-
ability associated with this or that message variable in
particular (and so not with explaining the variation within the
ESs associated with any specific message variable), but rather
with examining differences between message variables in the
amount of effect-size variability they exhibit.

The specific purpose of this article is to explore the hypoth-
esis that the amount of persuasion effect-size variability asso-
ciated with a message variable will be influenced by the
nature of the message variable itself. That is, the expectation
is that because of the properties of the message variables
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involved, different message variables will display different
amounts of effect-size variability. The implication is that, for
example, some message variables will naturally be more likely
than other to exhibit apparent “replication failures,” just be-
cause the nature of the message variable is such as to create a
greater amount of variation in ESs. What on the surface seems
like a failure-to-replicate might instead be an understandable
consequence of the nature of the message variable being stud-
ied—which would suggest some caution before concluding
that a given effect is not in fact genuine.

In what follows, first some greater attention is given to how
to describe the amount of persuasion effect-size variation
associated with a given message variable. One key message-
variable property of interest is then discussed: the reconstruct-
ability of experimental messages, that is, whether seeing one
experimental message (in a pair) permits one to reconstruct
the other message. Then relevant empirical evidence is
reviewed to assess the degree to which message reconstruct-
ability is associated with differences in the amount of
persuasion effect-size variability.

Describing ES variation

The present project’s interest is in seeing how and why differ-
ent message variables might have systematically different
amounts of variability among the persuasion ESs associated
with that variable. The purpose of this section is to provide
some greater clarification about the idea of ES variation, and
specifically to provide a means of describing ES variation.

As an entry point: Imagine two message variables A and B
(variables such as narrative vs. non-narrative, strong vs. weak
threat appeals, gain-framed vs. loss-framed appeals, and so
on) that have been studied for their effects on message persua-
siveness. Meta-analyses of the research on each variable re-
veal that the two message variables have the same mean ES;
that is, the meta-analytic mean difference in persuasiveness
between the two versions of message variable A is the same as
the meta-analytic mean difference in persuasiveness between
the two versions of message variable B.

However, the dispersion of the ESs is quite different. The
ESs for message variable A are all tightly clustered around the
mean effect; there’s not much difference from study to study
in the observed ES. But for message variable B, the ESs are
quite dispersed; there’s a lot of variation from study to study
in the observed ES. That difference—in the absolute amount
of variability in ESs—is the focus of the present article. This
focus is potentially open to misunderstanding, so this section
tries to be clear about the present interest.

The focus here is not on the heterogeneity of ESs, at least
under some definitions of heterogeneity. For example, the pre-
sent interest is not represented by familiar meta-analytic
“measures of heterogeneity” such as I2, Q, H, and Birge’s R
(Birge, 1932; Card, 2012, pp. 184–191; Higgins &
Thompson, 2002; Higgins et al., 2003; Huedo-Medina et al.,
2006). The reason is that those indices do not describe the ab-
solute amount of variation in a set of ESs. Those indices de-
scribe the relative amount of variation—relative to the
amount expected on the basis of human sampling variation.

As Borenstein et al. (2017, p. 11) have explained concern-
ing I2, this point is often misunderstood: “A small value of I2

is interpreted as meaning that the effect size is comparable
across studies. A large value of I2 is interpreted as meaning
that the effect size varies substantively across studies. In fact,

I2 does not tell us how much the effect size varies.” The rea-
son is that “I2 is a proportion and not an absolute value. As
such, it cannot tell us how much the effects vary” (p. 7; see
also Rücker et al., 2008).

Similarly, the present interest is not heterogeneity as defined
by Levine and Weber (2020, p. 343): “Heterogeneity of
effects exists when effects vary from primary study to primary
study more than would be expected by sampling error alone.”
In that usage, heterogeneity does not exist if the amount of
variability is relatively small (that is, relative when compared
to, and hence potentially explainable by, human sampling
variation); heterogeneity would be said to exist when the
value of a heterogeneity index is statistically significant, be-
cause such a result indicates a greater amount of ES-to-ES var-
iation than would be expected on the basis of sampling
variation alone. But the present project is interested in the ab-
solute amount of variability of ESs, regardless of the relation-
ship between the amount of observed variability and the
amount of variability expected on the basis of sampling varia-
tion alone.

So the present article’s concern is specifically with the abso-
lute amount of ES variability associated with persuasive mes-
sage variables.1 Two (related) ways of describing that
property are used here: prediction intervals and T (the esti-
mate of tau).

A prediction interval specifies the plausible range of ESs to
be observed in the next application (e.g., the next study).
Thus “a prediction interval provides a description of the plau-
sible range of effects if the treatment is applied in a new study
or a new population similar to those included in the meta-
analysis” (Partlett & Riley, 2017, p. 302). “A 95% prediction
interval estimates where the true effects are to be expected for
95% of similar (exchangeable) studies that might be con-
ducted in the future” (IntHout et al., 2016, p. 2). So the more
dispersed a given set of ESs is, the greater uncertainty there is
about the location of the ES in the next study, and hence the
wider the corresponding prediction interval will be. (For com-
putational details, see Borenstein, 2019, pp. 337–345;
Borenstein et al., 2021, pp. 121–122.)

Prediction intervals (PIs) are not to be confused with confi-
dence intervals (CIs) as these address different questions (see
Borenstein, 2019, pp. 94–96). The 95% CI around a meta-
analytic mean ES gives the range of plausible population
(mean) values; the 95% PI gives the range of plausible future
individual ESs. The relationship of PIs and CIs is sometimes
misunderstood because of a mistaken belief that the CI
describes the dispersion of effects in individual studies; the CI
instead describes the range within which the mean effect (the
population effect) is likely to be found. The CI answers the
question “where is the mean effect likely to be?” whereas the
PI answers the question “where is the effect size in an individ-
ual study likely to be?”

The width of a prediction interval thus provides a straight-
forward representation of the absolute variability of the asso-
ciated ESs. As the dispersion of ESs increases, so will the
width of the corresponding PI. And hence comparing PI
widths between message variables will give an indication of
how variables might differ in the variability of their ESs.

A second way of describing ES variation uses T, the esti-
mate of the standard deviation of the true ESs. T is the square
root of T2, the estimate of the variance of the true ESs (the es-
timate of the between-study variance). (For computational
details, see Borenstein, 2019, p. 336; Borenstein et al., 2021,
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pp. 106–109.)2 T thus provides another representation of the
absolute variability of the associated ESs. As the dispersion of
ESs increases, so will the value of T. And hence comparing
values of T between message variables will give an indication
of how variables might differ in the variability of their ESs.

Prediction intervals and T are related, because the width of
the prediction interval—the plausible range of ESs in future
individual studies—is affected by (inter alia) the observed var-
iability of ESs, which is reflected in T. (In fact, T figures in the
computation of the associated prediction interval.) But be-
cause values of T are likely to be opaque to many whereas
prediction intervals are more readily understandable, both are
reported here.

The reconstructability of message variable
manipulations

In experimental studies of the effects of different messages on
persuasive outcomes, message variables are manipulated so as
to create pairs of messages differing in some specified way
(e.g., vivid versus pallid messages, or messages with strong
versus weak arguments). But if the ways in which a given mes-
sage variable is manipulated varies widely between studies,
there might naturally be variation in ESs as well.

For example, Hoeken et al. (2020) showed that research on
the contrast between “strong arguments” and “weak
arguments” has used very different operationalizations of
“weak arguments”: arguments that point to less desirable
consequences than the strong arguments, arguments that pre-
sent information that is not relevant to the issue at hand, or
even counterarguments to the advocated view (e.g., argu-
ments describing undesirable consequences of the advocated
action). Such variations in operationalization could contribute
to variation in observed ESs.

Message variables might naturally differ in the extent to
which there are such differences in operationalizations. To as-
sess how and to what extent manipulations of a given message
variable differ between studies, one might ideally collect and
analyze all the different message versions that have been used
in the studies of that message variable; this could permit com-
parisons between different message variables with respect to
variation in the extent to which operationalizations differ.
However, for many—especially, but not exclusively, older—
studies the experimental message materials are unavailable,
making this an unworkable way to proceed. The question is
whether there is some alternative way of systematically de-
scribing such difference between message variables.

The proposal offered in this article is that an estimate of the
variation in operationalizations can be found in the recon-
structability of the message versions. Concretely put, the ques-
tion is whether the definition of the message variable enables
a researcher who is provided with one version of the message
to reconstruct the other version of the message. Three catego-
ries of message-variable reconstructability can be distin-
guished: fully reconstructable, semi-reconstructable, and
unreconstructable.

A fully reconstructable message variable is one in which ei-
ther version of the message can be deduced from the other.
The message variable labeled “But you are free” provides an
example. Carpenter (2013, p. 6) describes this variable as fol-
lows: “In the control condition, the experimenter made a sim-
ple direct request: ‘Sorry, Madam/Sir, would you have some
coins to take the bus, please?’ In the experimental condition,

the experimenter added: ‘But you are free to accept or to
refuse.’” If one is provided with the message for the experi-
mental condition, one can reconstruct what the message in
the control condition must have looked like by deleting the
‘But you are free’ phrase. And if provided with the control-
condition message, one can reconstruct what the
experimental-condition message must have looked like by
adding the ‘But you are free’ phrase.

For message variables to be termed “fully reconstructable”
here, it is necessary that the reconstructed message be quite
constrained, even if the exact wording cannot be deduced. For
instance, the contrast between rhetorical questions and state-
ments is a fully reconstructable variable even though (e.g.) the
rhetorical version of a statement such as “Carbon dioxide
emissions should be reduced” could read either “Shouldn’t
carbon dioxide emissions be reduced?” or “Carbon dioxide
emissions should be reduced, shouldn’t they?”

A semi-reconstructable message variable is one in which
there is an asymmetry in reconstructability: given the varia-
ble’s definition, one version of the message can be deduced
from the other, but not vice versa. That is, one can reconstruct
version A based on version B but not the other way around.
As an example, consider research on the effects of adding vi-
sual material to text, where the message contrast is text-only
versus text-plus-visual. One can reconstruct the text-only ver-
sion by deleting the visual of the text-plus-visual version;
however, one cannot reconstruct the text-plus-visual version
based on the text-only version.

An unreconstructable message variable is one in which nei-
ther version of the message can be deduced from the other.
There are two kinds of unreconstructable message variables,
ones involving categorical message variables and ones involv-
ing continuous message variables.

For unreconstructable categorical message variables, the
message versions to be compared differ on various unidenti-
fied dimensions. For instance, Walter et al. (2018) describe
their inclusion criteria for studies on the effect of humor as
follows: “a more realistic inclusion criteria will require rele-
vant studies to provide a direct comparison between a humor
message and a humorless message on the same topic, rather
than two identical messages that differ only with respect to
the inclusion of humor” (Walter et al., 2018, p. 352). As a re-
sult, when provided with a humorous message, it is not possi-
ble to reconstruct the humorless message or the other way
around. Note, however, that for such categorical message var-
iable, one can presumably tell which message type is repre-
sented by a given message; that is, one can tell whether the
message is (e.g.) the humor message or the humorless
message.

For unreconstructable continuous message variables, the
message variable varies along a continuum. For such message
variables, not only can one not reconstruct either message
given knowledge of the other, one cannot even be sure which
message type is represented by a given message. Studies of
speech-rate variation (e.g., as reviewed by Preiss et al., 2014)
provide an example. Such studies compare the persuasiveness
of a faster-spoken message to a slower-spoken message
(expressed in wpm: words per minute). But very different
points on the wpm continuum can be chosen to create a rate
contrast. Hence, for example, a speech rate classified as rela-
tively “slow” in one study (207 wpm; Vann et al., 1987) can
be considerably higher than that of the relatively “fast” mes-
sage in another study (140 wpm; Miller et al, 1976). And
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such studies also differ in the size of difference between the
two conditions; for example, in one study it was 17 wpm
(173 vs. 190; Vann et al., 1987) but in another was 151 wpm
(145 vs. 296; Wheeless, 1971).

Continuous message design variables can thus lead to addi-
tional variation in ESs for two reasons. First, studies may dif-
fer in which part of the continuum they exploit. The two
versions differing in, for instance, speech rate might both be
located toward the lower end of the continuum, or toward
the higher end, or somewhere in between. Especially when a
message version appears in the middle of the continuum, it
may be impossible to decide whether the message is meant to
represent the high or low version of the comparison. Second,
the difference between the two versions may be relatively
small in one study but quite large in another study.

To summarize: Message variables differ in reconstructabil-
ity—and hence in the extent to which the manipulation of the
message variable in different studies is likely to be quite similar
or very different. For fully reconstructable message variables,
the definition of the message variable determines how to design
message version A based on version B, and how to design ver-
sion B provided with version A; this should lead to very similar
manipulations across studies. Semi-reconstructable message
variables enable designing version A when given version B, but
not the other way around; such manipulations seem likely to
vary more widely compared to the fully reconstructable varia-
bles. And unreconstructable message variables should show
considerable variation in operationalization across studies, be-
cause the message variable is based either on unreconstructable
message categories or on a continuum.

Methods

The hypothesis to be examined is that message-variable recon-
structability is related to the variability of persuasion ESs. As
a way of obtaining evidence relevant to that hypothesis, we
exploited the dataset of O’Keefe and Hoeken (2021). Their
dataset consisted of 30 meta-analyses of the effect of different
message variables on persuasive outcomes. A number of pre-
vious papers have reviewed persuasion meta-analyses and so
might potentially have been sources of relevant data (Dillard,
1998; Rains et al., 2018; Weber & Popova, 2012). But
O’Keefe and Hoeken’s (2021) review has three features that
made it especially attractive as a data source.

One is its broad sweep of message variables. O’Keefe and
Hoeken’s (2021) review concerned meta-analyses of studies in
which two versions of a persuasive message were compared,
that is, meta-analyses of persuasion message variables; they
included 30 meta-analyses. And their review appears to be
rather inclusive, as suggested by the diversity of the message
variables included: familiar well-studied variables (such as
gain-framed versus loss-framed and narrative versus non-
narrative), but also other variables that don’t figure so promi-
nently in the research literature (e.g., speaking rate). They
identified, and included as appropriate, unpublished meta-
analyses. They excluded persuasion reviews that did not con-
cern the persuasive effects of message variations, such as
reviews of the effects of communication campaigns and
reviews of the effects of psychological states such as guilt or
anger. Thus their review concerned message variables

specifically—the focus of the present report—and it identified
a large number of relevant meta-analyses.3

Second—and especially relevant to the present project—is
their analysis of ES variability. Other reviews have focused on
the magnitude of the mean ESs associated with message varia-
bles, but have not reported data concerning ES variability.4

Third, O’Keefe and Hoeken’s (2021) underlying data are
publicly available, unlike the data for some previous reviews
of persuasion meta-analyses (e.g., Weber & Popova, 2012).
Their data—and thus the data for the present report—can be
scrutinized or re-analyzed by other researchers.

We classified each of O’Keefe and Hoeken’s (2021) 30 mes-
sage variables as fully reconstructable, semi-reconstructable,
or unreconstructable (the Supplementary Appendix provides
details, including information about intercoder reliability).
We then examined the variability of the ESs associated with
each message variable by (a) calculating the width of its 95%
prediction interval as reported by O’Keefe and Hoeken
(2021) and (b) calculating T, the estimate of the standard de-
viation of the true ESs.5 Wider prediction intervals and larger
values of T indicate greater absolute variability in a set of ESs.

Six of the message variables were fully reconstructable: ap-
peal framing (gain vs. loss; meta-analytic evidence from
O’Keefe & Jensen, 2006), “but you are free” (included vs.
omitted; Carpenter, 2013), conclusion (included vs. omitted;
O’Keefe, 2002), disrupt-then-reframe (vs. reframe-only;
Carpenter & Boster, 2009), legitimizing paltry contributions
(included vs. omitted; Bolkan & Rains, 2017), and rhetorical
questions (vs. statements; Gayle et al, 1998).

Five of the message variables were semi-reconstructable: in-
formation-source identification (included vs. omitted;
O’Keefe, 1998), metaphorical messages (vs. non-
metaphorical; Brugman et al., 2019), sidedness (one-sided vs.
two-sided; O’Keefe, 1999a), “that’s not all” (included vs.
omitted; Lee et al., 2019), and visual material (text-plus-visual
vs. text-only; Seo, 2020, and Seo & Kim, 2018).

Nineteen of the message variables were unreconstructable,
of which thirteen were continuous variables and six were cate-
gorical variables. The unreconstructable continuous variables
were: argument explicitness (explicit vs. implicit; meta-
analytic evidence from O’Keefe, 1998), argument strength
(strong vs. weak; Carpenter, 2015), depicted response efficacy
(high vs. low; Witte & Allen, 2000), depicted self-efficacy
(high vs. low; Witte & Allen, 2000), depicted threat severity
(high vs. low; De Hoog et al., 2007), depicted threat vulnera-
bility (high vs. low; De Hoog et al., 2007), evidence amount
(more vs. less; Stiff, 1985, 1986), language intensity (high vs.
low; Hamilton & Hunter, 1998), political advertising tone
(positive vs. negative; Lau et al., 2007), recommendation spe-
cificity (specific vs. general; O’Keefe, 2002), speaking rate
(faster vs. slower; Preiss et al., 2014), threat appeal strength
(strong vs. weak; White & Albarrac�ın, 2018), and vividness
(vivid vs. pallid; Blond�e & Girandola, 2016). The unrecon-
structable categorical variables were: cultural tailoring (deep-
tailored vs. not tailored; Hornikx & O’Keefe, 2009), evidence
type (statistical vs. narrative; Allen & Preiss, 1997), humor
(humorous vs. non-humorous; Walter et al., 2018), narrative
(vs. non-narrative; Shen et al., 2015), sexual content (vs. non-
sexual; Lull & Bushman, 2015), and victim description (iden-
tifiable vs. non-identifiable; Lee & Feeley, 2016).
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Results

The PI widths and T values for each message variable are
given in Table 1. As indicated in Table 2, both PI widths and
T values varied depending on the reconstructability of the
message variable. Effect size variability was smallest for fully
reconstructable variables (mean PI width of 0.34, mean T of
0.08), intermediate for semi-reconstructable variables (mean
PI width of 0.51, mean T of 0.12), and largest for unrecon-
structable variables (mean PI width of 0.61, mean T of 0.15).
Among unreconstructable variables, there was not much dif-
ference in ES variability between categorical variables (mean
PI width of 0.58, mean T of 0.14) and continuous variables
(mean PI width of 0.62, mean T of 0.16).6

Discussion

There is considerable variability in the ESs associated with
persuasive message variables. All of the prediction intervals
are rather wide (mean PI width ¼ 0.54), and most of
them (28/30, 93%) include both positive and negative values;
the T values also suggest considerable variation in ESs (mean
T ¼ 0.13).

But the reconstructability of a message variable influences
the variability of the associated ESs. Specifically, as recon-
structability diminishes, effect-size variability increases: pre-
diction intervals widen (mean PI width of 0.34 for fully
reconstructable variables, 0.61 for unreconstructable varia-
bles) and T increases (mean T of 0.08 for fully reconstructable
variables, 0.15 for unreconstructable variables).

Consequences of effect-size variability

Large effect-size variability creates at least three challenges.
First, apparent replication failures are made more likely. Two
studies of a given message variable are more likely to produce
divergent results if the underlying population of ESs has more
intrinsic variability.

Second, establishing the existence of a non-zero mean (pop-
ulation) effect is made more difficult. If there is little ES vari-
ability from study to study, then a relatively smaller number
of studies might end up providing sufficient evidence to un-
derwrite the claim of a non-zero effect; that is, it’s easier to
find a statistically significant mean meta-analytic effect if the
ESs being synthesized consistently find similar positive effects.
(And this is the case both for establishing main effects and for
establishing contingent effects, that is, effects when limiting
conditions are specified.)

Third, guidance for message designers becomes less certain.
The larger the ES variability for a message variable, the less
predictable is the effect of that variable for any given future
application—and hence the less confidence one can have in
making message design recommendations.

But, as the present results indicate, these challenges are
likely to be more substantial for some message variables than
for others. Specifically, the less reconstructable a message var-
iable is, the more significant these challenges will be.
Researchers and message designers should plan accordingly.
For example, when studying an unreconstructable message,
researchers should expect to need more studies before being
in a position to reach dependable conclusions. And message

Table 1. Prediction intervals, prediction interval widths, and Ts for message variables

Message variable k 95% PI 95% PI width T

Appeal framing (gain vs. loss) 165 �0.149, 0.180 0.329 0.084
Sidedness (two-sided vs. one-sided) 107 �0.277, 0.273 0.550 0.141
Metaphorical (vs. non-metaphorical) 91 �0.119, 0.254 0.373 0.095
Cultural tailoring (deep-tailored vs. not-tailored) 67 �0.223, 0.357 0.580 0.148
Humor (humorous vs. non-humorous) 58 �0.300, 0.500 0.800 0.212
Depicted threat severity (high vs. low) 55 �0.106, 0.327 0.433 0.110
Threat appeal strength (strong vs. weak) 48 �0.396, 0.551 0.947 0.255
Speaking rate (faster vs. slower) 44 �0.387, 0.495 0.882 0.232
“But you are free” (included vs. omitted) 42 �0.008, 0.346 0.354 0.089
Victim description (identifiable vs. non-identifiable) 41 �0.174, 0.273 0.447 0.110
Vividness (vivid vs. pallid) 37 �0.168, 0.440 0.608 0.155
Narrative (narrative vs. non-narrative) 34 �0.107, 0.237 0.344 0.084
Legitimizing paltry contributions (included vs. omitted) 34 �0.013, 0.434 0.337 0.114
Depicted threat vulnerability (high vs. low) 32 �0.245, 0.516 0.761 0.197
Evidence amount (high vs. low) 31 0.040, 0.395 0.355 0.089
Political advertising tone (positive vs. negative) 27 �0.423, 0.406 0.829 0.210
Depicted response efficacy (high vs. low) 24 �0.148, 0.501 0.649 0.164
Depicted self-efficacy (high vs. low) 21 �0.138, 0.495 0.633 0.158
Visual material (text-plus-visual vs. text-only) 20 �0.240, 0.342 0.582 0.138
Rhetorical questions (vs. statements) 18 �0.103, 0.218 0.321 0.071
Recommendation specificity (specific vs. general) 18 �0.158, 0.347 0.505 0.118
Argument explicitness (explicit vs. implicit) 18 �0.113, 0.372 0.485 0.114
“That’s not all” (included vs. omitted) 18 �0.198, 0.477 0.675 0.161
Conclusion (included vs. omitted) 17 �0.185, 0.373 0.558 0.130
Evidence type (statistical vs. narrative) 16 �0.307, 0.385 0.692 0.161
Language intensity (high vs. low) 15 �0.195, 0.230 0.425 0.095
Disrupt-then-reframe (vs. reframe-only) 14 0.225, 0.347 0.122 0.000
Information-source identification (included vs. omitted) 13 �0.112, 0.251 0.363 0.077
Argument strength (strong vs. weak) 13 �0.084, 0.437 0.521 0.118
Sexual content (sexual vs. non-sexual) 11 �0.293, 0.329 0.622 0.138

k: number of effect sizes; PI: prediction interval; T: estimate of the standard deviation of the true effect sizes.
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designers should expect that the effects associated with an
unreconstructable message variable will be less predictable
than those associated with other variables.

Contextualizing the observed effect-size variability

To better understand the ES variability reported above, it will
be useful to compare that variability to other reports of ES
variability. Two such reports are Linden and Hönekopp’s
(2021) analysis of T values in psychological research and
O’Keefe and Hoeken’s (2021) analysis of prediction-interval
widths in persuasive message effects research.

Analysis of T values

The variation estimates reported by Linden and Hönekopp
(2021) for close replications and for conceptual replications
provide particularly informative comparisons. Close replica-
tions aim to replicate studies as much as possible, using the
exact same intervention, measuring dependent variables and
instructing participants in the exact same way, and taking
care that the samples are as similar as possible; close replica-
tions thus functionally set a lower limit on what variation in
ESs might be expected. Conceptual replications, on the other
hand, are the sorts of studies commonly reviewed in a meta-
analysis; although every study addresses the same abstract re-
search question, the concrete experimental materials, samples,
and so on vary considerably.

Linden and Hönekopp’s (2021, p. 364) mean T for close
replications was 0.05; that for conceptual replications was
0.16.7 The Ts reported here fall within this range; the Ts for
semi-reconstructable (0.12) and unreconstructable (0.16) var-
iables are toward the upper end of the range, and the T for
reconstructable message variables (0.08) is at the lower end.

But for all the message variables reviewed here, the studies
included in the meta-analyses were conceptual replications;
thus one might have expected that all the message variables
would have displayed ES variability similar to Linden and
Hönekopp’s (2021) value for conceptual replications.
However, the observed variability for fully reconstructable
message variables is noticeably smaller than that. In fact, the
variability for fully reconstructable message variables is much
closer to the variability seen for close replications than to that
seen for conceptual replications.

So compared against the T values seen in psychological re-
search generally, the variability of persuasive message-effect
ESs seems quite typical for unreconstructable message varia-
bles—but the variability is considerably smaller for fully
reconstructable message variables, and indeed approaches
what one might think of as the lower bound of variability.

Analysis of prediction-interval widths

O’Keefe and Hoeken (2021) reported prediction-interval
widths for persuasive message variables, both for simple main
effects and for various contingent effects, that is, effects under
specified moderating conditions. The PI widths of interest
here are the ones observed when taking one or two moderat-
ing conditions into account. Because these subsets of effects
come from studies that share some properties (e.g., where the
moderating variable is the nature of the participant sample,
the studies will have similar samples), the ESs can be expected
to be more consistent.

More specifically, the PI widths of interest are those that
O’Keefe and Hoeken reported as the narrowest PI widths ob-
served under moderating conditions. These provide a realistic
estimate of the narrowest PI widths that might be expected
(just as Linden and Hönekopp’s mean T for close replications
provides a realistic estimate of the lower bound to be expected
for T values). O’Keefe and Hoeken (2021, p. 7) reported that
the mean PI width for the narrowest PI widths was 0.38 when
taking one moderator into account and was 0.32 when taking
two moderators into account.

All of the mean ESs analyzed here represented simple main
effects (without moderating conditions being specified), and
so one might have expected the ES variability to be consider-
ably larger than those values. And indeed that is the case for
semi-reconstructable message variables (mean PI width of
0.51) and for unreconstructable message variables (0.61).
However, the mean PI width for fully reconstructable message
variables (0.34) is very much in line with the narrowest
widths seen when moderating conditions are specified. That
is, the PI widths for fully reconstructable message variables—
even when no moderating conditions are specified—are rather
like those seen more generally for the narrowest PI widths
when moderators are taken into account.

Summary

When a message variable is fully reconstructable, the ob-
served variability in ESs is noticeably small—close to the ef-
fective lower bound for variability. That’s apparent both for
T values (where the mean T for fully reconstructable message
variables is in the neighborhood of the mean T for close repli-
cations in psychological research generally) and for PI widths
(where the mean PI width for fully reconstructable message
variables is in the neighborhood of the smallest PI widths ob-
served for message variables when moderators are taken into
account). In short, fully reconstructable message variables
naturally produce relatively small amounts of ES variation
compared to that generated by less reconstructable message
variables.

Understanding the causes of ES variation is important as it
directly influences accurate prediction. In the case of

Table 2. Prediction interval widths and Ts as a function of reconstructability

Message variable reconstructability N Mean 95% PI width (SD) Median 95% PI width Mean T (SD) Median T

Fully reconstructable 6 0.337 (0.14) 0.333 0.081 (0.05) 0.087
Semi-reconstructable 5 0.509 (0.14) 0.550 0.122 (0.03) 0.138
Unreconstructable 19 0.606 (0.18) 0.608 0.151 (0.05) 0.148

Categorical 6 0.581 (0.16) 0.601 0.142 (0.04) 0.143
Continuous 13 0.618 (0.19) 0.608 0.155 (0.05) 0.155

N: number of cases (mean effect sizes); PI: prediction interval; T: estimate of the standard deviation of the true effect sizes; SD: standard deviation.
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persuasive message variables, one wants to be able to predict
whether making a given message design choice will yield a
more persuasive message. Especially if the true ES is small,
large variations in ESs makes that a problematic undertaking.
Such variations decrease the chances of replicating previous
findings (even if there is a genuine effect in the population)
and makes it more difficult to establish a true non-zero mean
(population) effect. It also limits the ability to provide sound
advice to message designers as the application of a message
variable may backfire. One way forward is to identify moder-
ating conditions under which the effect of the message vari-
able is larger and/or more consistent. But the findings in this
paper point to another promising avenue, namely, defining
message variables more clearly in order to reduce the varia-
tion in how a given message variable has been manipulated.

Studying unreconstructable message variables

Most of the message variables reviewed here are unrecon-
structable (19/30, 63%). Given that as effect-size variability
increases as reconstructability diminishes, one might be
tempted to conclude that unreconstructable message variables
are intrinsically defective, or at least somehow less desirable
than more reconstructable variables. After all, as noted above,
unreconstructable message variables pose special challenges
for developing dependable generalizations and useful message
design guidance.

But it would be a mistake to think that there is something
inherently wrong with defining a message variable in a way
that makes it unreconstructable. An unreconstructable mes-
sage variable can be perfectly sensible—and manifestly rele-
vant to practical message-design decisions. For example,
“Should our ad be funny or serious?” is a question that might
naturally arise during a message design process, and hence it
will be valuable to have some understanding of the effects as-
sociated with the humorous-versus-non-humorous message
contrast—even though that contrast is unreconstructable.

At the same time, researchers should understand the conse-
quences of studying unreconstructable message variables.
With such variables, the door is open to many different con-
crete realizations of the message contrast. Studies of message
vividness provide a convenient example. As Blond�e and
Girandola (2016, p. 112) explained, “in experimental studies,
vividness has been manipulated using many operationaliza-
tions including the presence (vs. absence) of pictures, concrete
(vs. abstract) words, concrete (vs. abstract) pictures, narra-
tives (vs. statistical) evidences, and direct (vs. indirect) trans-
mission of information.”

So, faced with some unreconstructable message variable,
one way in which researchers might try to make some prog-
ress in sorting out message effects is by decomposing the ab-
stract variable into its more concrete (and reconstructable)
operationalizations—and then focusing on understanding the
effects of those more specific message elements. In the case of
vividness, for example, it might not be possible to provide a
precise definition given its motley set of operationalizations.
But it could be feasible to provide a more precise definition
of, for instance, what concrete language entails, and to subse-
quently assess the difference in persuasive impact of a more
concretely worded message versus a more abstractly worded
one. Pursuing such a course will require close attention to the
particular experimental realizations of the abstract message
contrast and correspondingly careful analysis of the varieties
thereof (for an example, see Saucier & Walter, 2021). This

will not always be easy, but will be worth the effort—for two
reasons: It will provide the basis for a more fine-grained un-
derstanding of persuasion processes, and it will make it easier
to provide guidelines for message designers (because advice of
the form “make your message more vivid” can be replaced by
more concrete suggestions).

A second strategy for making progress in understanding
unreconstructable message variables is to assess the strength
of the manipulation (see also Linden & Hönekopp, 2021,
p. 371). Typically, message manipulations are presented as a
dichotomous variable, such as vivid versus pallid. However,
studies of such message contrasts can vary in the strength of
the manipulation; for example, the vivid message may be only
slightly more, or much more, vivid than the pallid one.

Assessing the strength of the manipulation may bring two
important advantages. First, the size of the effect of a message
variable (the size of the difference in persuasiveness between
the two message forms) can be expected to be sensitive to the
strength of the message manipulation. If vividness has a per-
suasive effect, a larger vividness contrast may have a larger ef-
fect than a smaller vividness contrast. Assessing differences in
manipulation strength between studies might provide a basis
for explaining at least some of the variability in ESs.

Second, variability in mediating states can be expected to
be sensitive to the strength of the message manipulation.
Consider, for example, studies of threat appeals where the
messages differ in the depicted severity of the negative conse-
quences. The degree to which aroused fear (a mediating state)
varies between such message conditions may vary depending
on the strength of message manipulation. Stronger manipula-
tions thus may ease the task of identifying relevant mediating
states and thereby accelerate progress toward explanations of
observed effects.

In any case, the larger point to be appreciated is that an
unreconstructable message variable does not represent a dead
end for analysis. On the contrary, such message variables rep-
resent an open invitation to further study.

Theorizing message variables
Message variables and theories of message effects

When thinking about the theory-related aspects of studying
persuasive message variables, attention naturally first turns to
theories about the effects of message variables. For example,
the elaboration likelihood model (ELM; Petty & Cacioppo,
1986) offers a theoretical framework for understanding how
the effects of argument strength can vary depending on the
level of moderating factors such as involvement. Similarly, the
extended parallel process model (EPPM; Witte, 1992) offers a
treatment of the effects of fear-appeal variations.

But such theories of message effects require evidence, and
one contribution of the present analysis is to offer some clari-
fication about some properties of that evidence. Developing
sound theory about an unreconstructable message variable
presents a different set of evidentiary challenges than those
for a fully reconstructable message variable. Where theoreti-
cal claims are advanced about unreconstructable message var-
iables, one should expect the relevant research evidence to be
rather “noisy,” because of the greater associated variability in
ESs. Noise obscures underlying causal mechanisms, thus
impairing theoretical progress. But with a clearer understand-
ing of how and why some message variables might naturally
generate such noise, researchers will have a better understand-
ing of what will be required in order to make theoretical
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progress in understanding message effects, especially where
unreconstructable message variables are of interest.

And although the focus of the present analysis has been
message variables studied for their roles in persuasive commu-
nication, there is no reason to assume that the value of con-
cepts such as reconstructability is limited to that domain. So,
for example, studies that focus on the effects of news-media
message variables or entertainment-media message variables
might usefully consider the degree to which the variables be-
ing examined are reconstructable. Where a given message var-
iable is unreconstructable, one should expect to see greater
variability of ESs, with correspondingly greater challenges in
developing sound generalizations that can inform theories of
message effects.

Message variables as objects of theoretical attention

The analysis offered here also is a tentative first step along a
new theoretical avenue, perhaps best described by contrast to
the approach represented by familiar theories of message
effects such as the ELM and EPPM. These sorts of theories
are theoretical treatments of why this or that message variable
might be expected to have this or that effect; these theories
concern the effects of various specific message variables.

In contrast, the approach taken here does not involve theo-
rizing about the effects of any specific message variable, but
rather theorizing about the nature of message variables them-
selves: the properties of message variables, how message vari-
ables differ from one another, and so on. The property
discussed here—reconstructability—is a dimension along
which all message variables vary; thus reconstructability po-
tentially represents one piece of a general theoretical analysis
of message-variable attributes.

As another—speculative—example of a dimension along
which persuasive message variables might differ, consider
(what might be called) directionality. For some message varia-
bles, the direction of difference between the two forms might
be expected to be relatively constant. For example, strong-
argument messages might be expected to consistently be more
persuasive than weak-argument messages; the size of the per-
suasive advantage of strong-argument messages might vary,
but the direction of difference could be constant. In contrast,
for other message variables, the direction of difference be-
tween the two forms might be expected to vary. Consider, for
example, argument explicitness, variation in the extent to
which the components of the message’s arguments (e.g.,
premises) are made explicit. It might be the case that greater
explicitness enhances persuasiveness under some conditions
(perhaps when the arguments are strong) but diminishes it in
other cases (as when the arguments are weak).

In a sense, the nature of message variables is a remarkably
undertheorized domain. Communication scholars have exten-
sive theoretical equipment for describing messages. A ques-
tion such as “How are these two persuasive messages similar
and different?” can be answered with familiar conceptual ap-
paratus: both messages are narratives, one is gain-framed and
the other loss-framed, both are two-sided, and so on.

But there is not such theoretical equipment for describing
message variables. A question such as “How are these two
message variables similar and different?” does not immedi-
ately suggest possible answers. Individual message variables
are commonly treated as distinctive objects, sui generis, not
objects to be compared. Extant theoretical treatments of the
effects of specific message variables are not conceptual

frameworks for thinking generally about the properties of
message variables.

The approach taken here focuses on message variables as
themselves objects of theoretical attention; it represents a
first-pass effort at unpacking properties of message variables
that might be helpful in illuminating differences between mes-
sage variables. Thus the present analysis points to the possi-
bility that a broader theoretical analysis of message variables
themselves might be valuable. For all that communication
researchers are interested in message variables, there has been
curiously little attention given to abstract analyses of the gen-
eral properties of message variables—properties such as
reconstructability.

Conclusion

Message variables differ in their reconstructability—the de-
gree to which one of the two messages in a pair can be de-
duced from the other. Examination of ESs associated with
persuasive message variables reveals that as message variables
become less reconstructable, the variability of the associated
ESs increases—with consequent challenges for research prog-
ress and practical message design. Unreconstructable message
variables thus require special attention in future research.
More broadly, attention to message-variable properties such
as reconstructability may shed light on how and why effects
differ across message variables.
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Notes

1. The present focus is thus on what Linden and Hönekopp (2021)

call heterogeneity: “the variability in population effect sizes” (p.

361). As they emphasize, this is something different from the prop-

erty captured in “heterogeneity” measures such as I2.
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2. T is the estimate of tau (s), the (unobservable) standard deviation

of the true ESs. T2 is the sample estimate of tau-squared (s2), the

(unobservable) variance of the true ESs.
3. In contrast, Rains et al.’s (2018) review of 37 “persuasion” meta-

analyses included meta-analyses of (e.g.) the effects of forewarning,

the effects of distraction, and factors influencing judgments of com-

municator credibility. These are certainly relevant to research ques-

tions about persuasion, but they do not concern the persuasive

effects of message variables.

4. O’Keefe’s (1999b) review addressed persuasion ES heterogeneity,

but it relied on I2. As explained above, I2 is not an index of the ab-

solute variability of ESs.
5. T is expressed in a metric corresponding to the metric used for the

ESs (Borenstein et al., 2021, p. 112). The ES index used by O’Keefe

and Hoeken (2021) was r (correlation), so T is reported here in

Fisher Z units.
6. We considered conducting significance tests (to compare the values

of T and PI for different reconstructability categories) but realized

such tests would be otiose. With so few cases (e.g., only five mes-

sage variables classified as semi-reconstructable) any significance

tests would be guaranteed to return a nonsignificant result. Candor

thus compels us to say that one cannot rule out randomness as an

explanation for the observed numerical differences.
7. The T values in the present report are expressed in Fisher Z units.

Linden and Hönekopp (2021) reported T values expressed in d

units (standardized mean differences), so their Ts have been con-

verted to Fisher Z units for the present comparisons.
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