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Message Generalizations That Support Evidence-Based Persuasive Message Design: Specifying the Evidentiary Requirements
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Northwestern University

Evidence-based persuasive message design can be informed by dependable research-based generalizations about the relative persuasiveness of alternative message-design options. Five propositions are offered as specifying what constitutes the best evidence to underwrite such generalizations: (1) The evidence should take the form of replicated randomized trials in which message features are varied. (2) Results should be described in terms of effect sizes and confidence intervals, not statistical significance. (3) The results should be synthesized using random-effects meta-analytic procedures. (4) The analysis should treat attitudinal, intention, and behavioral assessments as yielding equivalent indices of relative persuasiveness. (5) The replications included in research syntheses should not be limited to published studies or to English-language studies.

Designing effective persuasive messages is widely recognized as an important element in addressing a great many health challenges. Encouraging regular exercise, disease screening, vaccination, medication adherence, sunscreen use, safer sex practices, health care worker hand hygiene, and so forth—all these may require persuasion. But health message designers should not have to grope around hoping to stumble across some way of making their messages more persuasive. Ideally, their message design choices should be evidence based, that is, informed by good research evidence.

Persuasive message design might be guided by research evidence in any number of ways. For example, designers might use well-established general theoretical frameworks such as reasoned action theory (Fishbein & Ajzen, 2010; Yzer, 2013) or the extended parallel process model (Basil & Witte, 2012; Witte, 1992) to inform message design; these frameworks identify recurring issues that persuaders may need to address (e.g., the audience’s perceived self-efficacy). Or designers might use application-specific research data, that is, information collected specifically to inform the particular project at hand; for example, health campaign planners might collect focus-group data to guide message design, might pretest specific possible messages to see which is most effective, and so forth.

The focus of this essay is another basis for evidence-based persuasive message design choices, namely, empirical generalizations about the relative persuasiveness of alternative message varieties. If, for example, strong threat-appeal messages are in general (or in specific kinds of circumstances) typically more persuasive than weak threat-appeal messages, then message design choices can be guided appropriately. Such message design practice is “evidence based” in ways parallel to evidence-based medicine: If the relevant research evidence underwrites a generalization that drug A is typically more effective than drug B in treating a given condition (in general or for particular kinds of circumstances, e.g., certain types of patients), then medication choices can be guided correspondingly.

Indeed, the desire for—and to all appearances a belief in—the existence of—such evidence-based persuasive communication principles is apparently widespread, judging from the titles of popular books such as Yes!: 50 Scientifically Proven Ways to Be Persuasive (Goldstein, Martin, & Cialdini, 2008) or The Science of Influence (Hogan, 2011) and from the titles of academic books such as Writing Health Communication: An Evidence-Based Guide (Abraham & Kools, 2012), Behavioural Change: An Evidence-Based Handbook for Social and Public Health (Browning & Thomas, 2005), or Persuasive Advertising: Evidence-Based Principles (Armstrong, 2010).

However, if persuasive message design is to be guided by evidence-based principles, evidence will be needed.
The question this essay takes up is this: What are the evidentiary requirements for generalizations that might support evidence-based persuasive message design? In what follows, five propositions are offered as providing the specifications for what constitutes the best evidence to underwrite generalizations about effective design of persuasive messages.

PROPOSITIONS

Replicated Trials

The first proposition: The evidence should take the form of replicated randomized trials in which message features are varied.

Randomized trials. For familiar reasons, randomized trials are to be preferred over other forms of evidence concerning claims about the relative persuasiveness of different forms. Only randomized trials provide suitable evidence about the causal relationships for which generalizations are desired. In certain health applications, traditional randomized trials can be modified in response to the ongoing results of the trial (e.g., Brown et al., 2009), and studies of eHealth interventions can raise distinctive issues about the choice of comparison conditions and the characteristics of participants (e.g., Glasgow, 2007)—but randomization of participants into condition remains a key methodological feature.

Variation in message features. The trials of interest involve systematic variation in the features of persuasive messages, precisely because it is such variations that are of interest to message designers. To use familiar examples: Researchers may vary whether the message states its overall conclusion explicitly or leaves it unstated; whether it mentions, refutes, or ignores opposing arguments; whether it describes the advantages of doing the advocated action or the disadvantages of not doing that action; and so forth. The point of such studies is to see what difference it makes to the persuasiveness of a message when one or more of its characteristics is experimentally varied. Results from these studies can thus be the basis for straightforward advice to message designers about how to construct messages so as to maximize persuasiveness.

Replications. A randomized trial is a good thing—but one is not enough. Replications are essential. Indeed, the importance of replications has for some time been very widely acknowledged in a number of social-scientific fields (see, e.g., Evanschitzky, Baumgarth, Hubbard, & Armstrong, 2007; Rosenthal, 1991; Tsang & Kwan, 1999), to the point that recent discussion has turned to practical questions about how replications can be encouraged (e.g., Asendorpf et al., 2013; Koole & Lakens, 2012).

There is a distinctive aspect to replications in the context of persuasion research: message replications. For decades, the most common research design in studies of persuasive message effects has been a “single-message design,” in which each abstract message category is represented by a single concrete example. For example, Sponberg (1946) varied whether the most important arguments came first or last in a persuasive message but had only one concrete message for each argument order. Similarly—but more than 60 years later—Igou and Bless (2007) varied whether arguments were presented in a pro/con or con/pro order but had only one concrete message for each argument order.

However, as has been recognized for quite some time, single-message designs do not provide a good basis for generalization (see especially Jackson & Jacobs, 1983). Indeed, it is all too easy to find instances in which an initial single-message design study found substantial effects of a given message variation, only to have subsequent replications fail to reproduce those effects. As just one illustration: Meyerowitz and Chaiken’s (1987) classic study of message framing and breast cancer screening found a loss-framed appeal to be significantly more persuasive than a gain-framed appeal, but subsequent reviews found no general advantage for loss-framed messages (e.g., Gallagher & Updegraff, 2012; O’Keefe, 2011b; O’Keefe & Jensen, 2006).

Of course, if a large number of single-message-design studies accumulate, then the needed message replications will be in hand. This way of achieving replication evidence is subject to the proviso that new studies of a given message variation employ new messages, however—which unfortunately is not always the case (for an example of reuse of experimental messages concerning flossing, see Mann, Sherman, & Updegraff, 2004; Sherman, Mann, & Updegraff, 2006; Updegraff, Sherman, Luyster, & Mann, 2007). Still, it is possible to obtain a body of message replications by amassing single-message-design studies.

But another, more efficient, way to obtain replications is to employ multiple-message designs. Rather than representing each message category by only one concrete message, instead each message type would be represented by multiple concrete messages. That is, message replications can be built into primary research designs (for some examples, see Goodall, Slater, & Myers, 2013; Jensen, 2008; Kim, Bigman, Leader, Lerman, & Cappella, 2012; Lee, Cappella, Lerman, & Strasser, 2011; Slater, Goodall, & Hayes, 2009).

To be sure, a multiple-message design cannot address all possible replication-related concerns. For example, in multiple-message designs, the same specific dependent measures will characteristically be used across the set of messages, which leaves open the question of whether results would replicate when other measures (of the same constructs) were employed.

Even so, multiple-message designs ought to be preferred, precisely because they address the issue of generalizability across messages. Any number of commentators have previously urged the use of multiple-message designs (e.g., Jackson, 1992; Reeves & Geiger, 1994; Siegel et al., 2008;
Thorson, Wicks, & Leshner, 2012; see, relatedly, Kay & Richter, 1977; Murayama, Pekrun, & Fiedler, 2014; Uncles & Kwok, 2013; Wells & Windschitl, 1999)—in some cases quite pointedly so: “It cannot be emphasized enough that using multiple messages is key to rigorous experimental investigations of mass media effects” (Grabe & Westley, 2003, p. 283). And the frequency of use of multiple-message designs has increased (Brashers & Jackson, 1999). But a glance through recent journal issues will confirm that the use of single-message design is still all too common.

Given that (a) multiple-message designs provide much better evidence concerning the research questions of interest and (b) the report of a multiple-message design will not require that much more space than the report of a single-message design, it surely is time for reviewers and editors to begin to demand more from researchers. The suggestion here is not that reports of single-message designs never see print, but rather that the publication bar be raised where single-message designs are concerned, especially in the best journals. The presumption (on the part of reviewers and editors) should be that, absent a compelling reason for failing to include replications in the study design, results from single-message designs do not merit publication space. After all, if the results from a single-message design are sufficiently tantalizing to lead one to hope that the observed effects are in fact general, then researchers can do what Kim et al. (2012) did: report, in a single article, results both from an initial single-message design and from a follow-up multiple-message design.

Effects Sizes, Not Statistical Significance

The second proposition: Results should be described in terms of effect sizes (ESs) and confidence intervals (CIs), not statistical significance.

The potential pitfalls and misunderstandings associated with null hypothesis significance testing (NHST) have been well publicized (for general discussion, see Harlow, Mulaik, & Steiger, 1997; for discussion focused specifically on communication research, see Levine, Weber, Hullett, Park, & Lindsey, 2008; Levine, Weber, Park, & Hullett, 2008). As now seems widely recognized, simple NHST should be replaced by information that gives ESs and CIs. And yet, for all that the virtues of ESs and CIs have been repeatedly articulated (see, e.g., Cohen, 1994; Cumming, 2014), still research practices have not entirely changed. ESs and (especially) CIs are commonly not routinely reported—and even when reported they are not necessarily discussed (see, e.g., Cumming et al., 2007; Faulkner, Fidler, & Cumming, 2008; Fritz, Scherndl, & Kühberger, 2013; Sun, Pan, & Wang, 2010).

There are at least two good reasons for shifting to ESs and CIs as ways of understanding results. First, focusing on statistical significance can too easily mislead. For example, just because a given effect is statistically significant in one study and not statistically significant in a second study does not necessarily mean that the study results are inconsistent (and specifically does not necessarily mean that the two effects are significantly different from each other; for an illuminating discussion, see Nieuwenhuis, Forstmann, & Wagenmakers, 2011). Similarly, just because an effect is statistically significant does not guarantee that it is a practically significant (large) effect.

Second, using ESs and CIs can achieve all the functions of using NHST—but also provides additional useful information, namely, the magnitude of effect and the range of plausible population values given the sample effect (O’Keefe, 2011a). Knowing not only the direction of effect (whether message type A is more persuasive than message type B or vice versa) but also the size of the effect (the size of the difference in persuasiveness between the two messages) can obviously be useful to message designers. (Such information can also be used by researchers who want to ensure adequate statistical power for subsequent studies.)

To encourage this shift (from NHST to ESs and CIs), it may be helpful to explicitly formulate the research problem as one of estimation: The goal is to estimate the size of a given effect. (For a nice treatment of this idea, see Cumming [2014].) In the context of persuasion effects research, the task is estimating the size of the effect associated with a given message variation, that is, the size of the difference in persuasiveness between two message forms.

Random-Effects Meta-Analyses

The third proposition: The results should be synthesized using random-effects meta-analytic procedures.

**Random-effects meta-analysis.** Given the desirability of describing results in terms of effect sizes, perhaps it follows naturally that meta-analytic methods are to be preferred as a means of synthesizing research findings. In such meta-analytic treatments, replication should be treated as a random factor; that is, random-effects meta-analytic procedures should be preferred over fixed-effect procedures.

The choice between random-effects meta-analyses and fixed-effect meta-analyses has been much discussed, with various considerations adduced as potentially bearing on that choice. But arguably the crucial consideration is what research question the investigator wants to answer, because the two procedures answer different questions. Each procedure provides an estimate of a mean effect and an associated confidence interval, but these figures represent answers to substantively different questions (Borenstein, Hedges, Higgins, & Rothstein, 2009; Card, 2012).

---

1There are meta-analytic methods that do not involve synthesizing effect sizes, such as vote-counting procedures (Bushman & Wang, 2009). But the most familiar meta-analytic methods—and the ones of natural interest in the present context—are ones that synthesize effect sizes.
Expressed briefly: In fixed-effect analyses, the effect size from each message pair (case, study, implementation) is taken to reflect the one general (fixed) population effect and hence only human sampling variation is responsible for variability among effect sizes. For estimating the population effect size, a fixed-effect analysis provides both a mean and a 95% CI. The 95% CI is in effect the answer to the question, “If there were more participants in the studies that have been done, where could the mean plausibly be?” But this question is not really of very much interest, especially where the larger purpose is that of informing future message design. Our interest in the particular messages that have already been studied is not for those specific messages themselves, but rather for what those messages can tell us about other—future—messages.

In a random-effects analysis, the assumption is that each message pair (implementation, study, case) has its own population effect, which is estimated by data from the human sample for that study. Thus, the observed variability in a collection of effect sizes reflects not only human sampling variation but also variation in the underlying effects associated with the different implementations. For estimating the location of the average across the universe of those population effects, a random-effects analysis provides both a mean and a 95% CI. The 95% CI is in effect the answer to the question, “If there were more message pairs (studies) like these, with more participants, where could the mean plausibly be?” That is, the random-effects analysis answers the question of presumable interest (involving generalization beyond the cases in hand), whereas the fixed-effect analysis answers a question typically of little or no interest (involving conclusions limited to the studies already completed).

Hence “meta-analysts using fixed-effects models are only justified in drawing conclusions about the specific set of studies included in their meta-analysis” whereas “the use of random-effects models justifies inferences that generalize beyond the particular set of studies included in the meta-analysis to a population of potential studies” (Card, 2012, p. 233). Because our interest here is in dependable generalizations about message effects—generalizations that extend beyond the messages already studied—random-effects analyses should be employed. The guidance message designers need is not provided by results from fixed-effect analyses.

**Similarity of results?** One potential source of confusion is that sometimes the numerical results from random-effects and fixed-effect analyses can look rather similar. Some meta-analysts appear to have been misled by such similarities into supposing that the choice between these two analyses doesn’t make much difference. But this is a mistake, for two reasons.

First: Fixed-effect and random-effects analyses may sometimes give *numerically* similar results, but they never give *substantively* similar results. Because the two analyses address substantively different questions, the answers are necessarily different.

A parallel case: The questions “How many states are there in the United States?” and “What is the atomic number of tin?” have the same answer, namely, “50.” But what “50” means—what “50” represents—is utterly different in those two answers. The two questions have the “same” answer only in a silly or trivial sense. Substantively, those two questions have different answers.

And similarly with fixed- and random-effects meta-analytic results: The two results may sometimes be “the same” (or similar) numerically, but the numbers do not mean the same things because they do not represent the same property. Fixed- and random-effects analyses never yield the same substantive result, because “the fixed-effect model and the random-effects model address different hypotheses” (Borenstein et al., 2009, p. 272). Of course, this first point would be mere pedantry if fixed- and random-effects analyses always gave numerically similar results. After all, if the numbers were always the same, then it wouldn’t really matter that the numbers had substantively different meanings. But . . .

Second: Fixed-effect and random-effects analyses sometimes give numerically divergent results. In particular, the widths of the CIs can differ in consequential ways.

Consider, as an example, Scott-Sheldon, DeMartini, Carey, and Carey’s (2009) meta-analysis of the effect of alcohol interventions on (inter alia) college students’ consumption intentions. Their conclusion, on the basis of fixed-effect results, was that such interventions were successful in improving intentions (p. 818)—but their random-effects analysis did not yield a statistically significant effect (p. 814, Table 3). That is, the evidence did not in fact support a general conclusion that such interventions improve consumption intentions. As another example: Hart et al.’s (2009) meta-analysis of selective exposure (congeniality) research examined attitudinal confidence as one potential moderator of the general preference for congenial information. On the basis of the results of a fixed-effect analysis, Hart et al. concluded that “congeniality is weaker at high (vs. low or moderate)
levels of confidence” (p. 581). But a random-effects analysis found no significant differences in congeniality as a function of variations in confidence (p. 576, Table 3). That is, the evidence did not underwrite a general conclusion that congeniality varies as a function of attitudinal confidence.

Given that (a) fixed-effect and random-effects analyses can yield numerically divergent results and (b) only random-effects analyses underwrite the desired sorts of generalizations, random-effects analyses should be required. Indeed, in most cases it is arguably a bad idea to even report results from fixed-effect analyses: Usually “we do want to make inferences about a wider population,” and if fixed-effect results are reported, “readers will make these inferences even if they are not warranted” (Borenstein et al., 2009, p. 84). Reporting fixed-effect results invites avoidable misunderstandings.

Differences in power? Another source of confusion is that fixed-effect analyses appear to have greater statistical power than do random-effects analyses. But appearances are once again deceiving, because the seemingly greater statistical power arises from answering a different—and less demanding—research question: “It is not meaningful to compare power for fixed- and random-effects analyses since the two values of power are not addressing the same question” (Borenstein et al., 2009, p. 272). Yes, for a given data set (collection of effect sizes), the fixed-effect analysis has greater power for answering its research question than the random-effects analysis has for answering its research question. But in choosing between the two analyses, the relevant criterion is not “Which of these research questions is easier to answer?” but rather “Which question do we want to answer?” If the goal is dependable generalizations about persuasive message effects, the research question of interest involves conclusions that go beyond the cases in hand—and thus random-effects analyses are required.

Summary. The temptation to report fixed-effect analyses can be quite strong, given the seemingly greater power and the seemingly similar results. Consider, for example, Hart et al. ’s (2009) characterization of their selective exposure meta-analysis: “Generally, the results from fixed- and random-effects models converged. Thus, we focus on the fixed-effects models, which are more powerful” (p. 575). But this reasoning is mistaken. The results did not “converge” (the numbers might have looked similar, but substantively the results were by definition different), and the fixed-effect analyses were not “more powerful” in any straightforward sense (comparing the power of the two analyses is inappropriate because the two analyses answer different questions). Both the apparent greater power of fixed-effect analyses and the apparent similarity of results between fixed- and random-effects analyses are illusions.

Collapsing Persuasive Outcomes

The fourth proposition: The analysis should treat attitudinal, intention, and behavioral assessments as yielding equivalent indices of relative persuasiveness.

The rationale for this proposition is simply the observed equivalency of these different outcomes when used as assessments of relative persuasiveness. O’Keefe (2013) reanalyzed data from 29 meta-analyses of 13 message variations, including gain–loss framing, message sidedness, conclusion explicitness, and several threat–appeal variations. The relative persuasiveness of message types was largely invariant across attitude, intention, and behavior outcomes, in the sense that for a given message variation, the observed mean effect sizes did not significantly differ across those outcomes. That is, the three different outcome measures yielded statistically indistinguishable estimates of the relative persuasiveness of alternative message kinds.

As one example: In Witte and Allen’s (2000) meta-analysis concerning the relative persuasiveness of strong and weak fear appeals, the mean effect sizes (expressed as correlations) were .14 for attitudinal outcomes, .15 for intention outcomes, and .16 for behavioral outcomes; these mean effect sizes were not significantly different from each other. Thus, these three outcomes were functionally interchangeable indices of relative persuasiveness; no matter which outcome was examined, the same conclusion was reached about both the direction and the size of the difference in persuasiveness between the two message varieties.

Just to be clear: Attitude, intention, and behavior outcomes are not interchangeable indices of persuasiveness; on the contrary, a given message might be very persuasive when assessed in terms of intention outcomes but relatively unpersuasive when behavioral effects are examined. However, these different outcomes do provide equivalent (interchangeable) indices of relative persuasiveness: “If message type A is more persuasive than message type B with attitudinal outcomes, it is also—and equally—more persuasive with intention and behavioral outcomes” (O’Keefe, 2013, p. 221).

Hence for building generalizations about the relative persuasiveness of message types, these three outcome variables can and should be treated as functionally equivalent. Rather than analyzing these three outcomes separately (or restricting one’s meta-analysis to one kind of outcome), meta-analysts should combine effect sizes across these outcomes—which will provide a better estimate of the effect size of interest (and correspondingly enhance statistical power and reduce vulnerability to false positives).³

³The observed functional equivalence of attitude, intention, and behavior outcomes as indices of relative persuasiveness has implications beyond meta-analytic methodological choices. In particular, where formative persuasive campaign research compares two or more possible messages with the purpose of identifying the one most effective in influencing behavioral outcomes, message designers need not collect behavioral data (because, e.g., intention data will yield the same conclusion about relative persuasiveness).
This proposition does not underwrite collapsing any and all “persuasive outcome” variables when the research question concerns the relative persuasiveness of two message forms. Nor does it underwrite collapsing these outcomes where other research questions are pursued. But specifically where research questions about the relative persuasiveness of message forms are involved, the evidence in hand plainly indicates the functional equivalence of attitude, intention, and behavior outcomes.

Broad Literature Retrieval

The fifth proposition: The replications included in research syntheses should not be limited to published studies or to English-language studies.

Including unpublished studies. Research synthesis should be based on both published and unpublished studies, because well-known processes distort the research results that appear in published form. In particular, the editorial process is biased in favor of publishing statistically significant effects, and (perhaps unsurprisingly) researchers correspondingly are inclined to engage in practices such as selective reporting—and this naturally leads to a published research literature that can be misleading (Chan, Hrobjartsson, Haahr, Gotzsche, & Altman, 2004; Dwan, Gamble, Williamson, Kirkham, & the Reporting Bias Group, 2013; Gerber & Malhotra, 2008; Ioannidis, 2005, 2008; Simmons, Nelson, & Simonsohn, 2011).

To address this concern, sometimes meta-analysts examine only published studies and then test the collection of studies for evidence of publication bias. However, this is less desirable than obtaining unpublished results, for two reasons. First, publication-bias detection procedures are imperfect in various ways (e.g., characteristically low power) and often misapplied (for discussion, see Ioannidis & Trikalinos, 2007; Kromrey & Rendina-Gobioff, 2006). Second, having additional cases permits better estimation of the effect of interest. The larger the number of cases (studies), the narrower the confidence interval (ceteris paribus)—and correspondingly the better the estimate of the underlying effect. So even absent publication bias, including unpublished studies is still important.

Sometimes it is supposed that restricting one’s review to published peer-reviewed studies provides a measure of confidence about study quality. But there is actually little evidence that peer review guarantees quality (see, e.g., Jefferson, Rudin, Folse, & Davidoff, 2007)—and there is good reason to believe that reviewers’ assessments are influenced not simply by a study’s methods (an appropriate basis for judging study quality) but also by irrelevant considerations such as whether the results were statistically significant or consistent with the reviewer’s own hypotheses (Ernst & Resch, 1994; Mahoney, 1977). When a plausible case can be made that “most published research findings are false” (Ioannidis, 2005), it is difficult to credit hand-waving assertions that excluding unpublished studies assures quality.

Including non-English studies. It is common to see meta-analyses explicitly exclude studies that have been reported in some language other than English. Some examples: “We applied search limiters to exclude studies . . . written in a language other than English” (Cushing & Steele, 2010, p. 939); “The search was restricted to English peer-reviewed journal articles, books, and book chapters to minimize the risk of admitting studies of poor quality” (Porath-Waller, Beasley, & Beirness, 2010, p. 712); and “only English papers were included” (Wanyonyi, Themessl-Huber, Humphris, & Freeman, 2011, p. 349).

It is difficult to discern a rationale for this practice. Perhaps some have been dissuaded by the apparent challenges of translation. But these challenges are not as daunting as one might think, for two reasons. First, one need not translate the entire research report. The methods and results sections usually contain all the information a meta-analyst needs in order to extract effect sizes, sample sizes, and information relevant to coding study characteristics. Second, free online translation sites (such as Google Translate) make the task dead simple—even if the research report is in Afrikaans or Croatian or Urdu or . . .

SUMMARY

There are many ways in which the abstract idea of evidence-based persuasive message design might be realized other than the application of empirically based generalizations about the relative persuasiveness of different message kinds. For example, in a specific campaign, formative research might directly pretest the relative effectiveness of particular alternative messages (thus informing an evidence-based choice between them). And even when empirical generalizations are used to guide message design, the challenges of moving from such generalizations to their creative and effective application can be considerable (Jackson & Aakus, 2014).

But when dependable generalizations about the comparative persuasiveness of alternative message types are wanted, the evidence for such generalizations should take the form of data about relative persuasiveness (treating attitudinal, intention, and behavioral outcomes as functionally equivalent) from replicated randomized trials (no matter whether published or unpublished, and no matter in what language), with the results described in terms of effect sizes and synthesized using random-effects meta-analysis.
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