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Message Pretesting Using Perceived Persuasiveness Measures: Reconsidering the Correlational Evidence

Daniel J. O’Keefe

ABSTRACT
Perceived message effectiveness (PME) measures have been used in persuasive message pretesting to diagnose differences between messages in actual message effectiveness (AME). This practice has been underwritten by pointing to positive correlations between individuals’ PME and AME scores. This essay argues that such correlations do not – and cannot – show that messages’ relative standing on PME matches their relative standing on AME, and thus correlations between individuals’ PME and AME scores are irrelevant to the question of whether PME assessments accurately identify relatively more effective messages. Only correlations between messages’ PME and AME scores can indicate whether PME measures provide successful prediction of messages’ relative AME standing. But positive correlations between individuals’ PME and AME scores do suggest a possible repurposing of PME measures in formative research.

Persuasive message pretesting is a valuable element of formative research. By pretesting alternative possible messages, a message designer can choose ones likely to be relatively more effective. Measures of perceived message persuasiveness are widely used in this enterprise. The message-pretesting use of these measures has often been underwritten by pointing to evidence showing that such measures are positively correlated with measures of persuasive outcomes such as attitude, intention, and behavior.

The purpose of this paper is to re-examine that correlational evidence, with an eye to suggesting that it is less compelling than might be supposed. In what follows, the use of perceived-persuasiveness measures in message pretesting is given some further specification, and the correlational evidence is then examined more closely. The argument will be that the commonly reported correlations between measures of perceived persuasiveness and measures of actual persuasiveness – correlations between individuals’ scores on perceived and actual persuasiveness – are not relevant to the question of whether perceived-persuasiveness measures are diagnostic of differences in messages’ actual effectiveness. A concluding section identifies appropriate criteria for assessing potential message-pretesting procedures and suggests a possible new role for perceived-persuasiveness measures in formative research.

Message Pretesting and Perceived Persuasiveness Measures

Formative research can have many purposes, but one common purpose is that of pretesting potential messages so as to identify the most effective ones. In the simplest case, two messages will be under consideration for use, and the question is: Which message will be more effective?
Measures of perceived or expected persuasiveness (PME, perceived message effectiveness, or PE, perceived effectiveness) have commonly been used to address this question. The data usually come from members of the target audience, though sometimes from experts in the subject matter of advocacy. PME measures can take various forms. For example, participants have been asked to respond to questionnaire items asking for ratings of messages on persuasiveness, convincingness, effectiveness, and the like (e.g., Mackert et al., 2014; Popova, Neilands, & Ling, 2014), to rank-order messages in terms of persuasiveness (e.g., Mouneyrac, Le Floch, Lemercier, Py, & Roumegue, 2017; Pollard et al., 2016), or to engage in focus-group discussions concerning relative message persuasiveness (e.g., Mowbray, Marcu, Godinho, Michie, & Yardley, 2016; Record, Harrington, Helme, & Savage, 2018). For some general discussions of such measures, see Choi and Cho (2016), Noar, Bell, Kelley, Barker, and Yzer (2018), and Yzer, LoRusso, and Nagler (2015).

Regardless of the particular form of PME data, the formative-research decision procedure is straightforward: whichever message is rated higher in perceived persuasiveness is the one presumed to be more effective and hence is selected for deployment. If message A is rated higher in PME than message B, then message A is chosen. Recently, questions have been raised about how successfully this procedure identifies the more effective message. In O’Keefe’s (2018a) review of 151 message-pair comparisons, PME assessments correctly identified the more effective message in only 58% of cases, not significantly different from chance (for commentary and discussion, see Cappella, 2018; Davis & Duke, 2018; Noar, Barker, & Yzer, 2018; O’Keefe, 2018b).

However, a number of researchers have pointed to other evidence that seems to support the diagnostic use of PME assessments, namely, positive correlations between PME measures and measures of actual persuasiveness (AME, actual message effectiveness) such as assessments of attitude, intention, and behavior. The next section discusses such evidence.

**PME-AME Correlations as Evidence**

Abstractly put, the formative-research problem is one of predicting messages’ relative standing on AME. The specific question of interest is whether PME assessments provide accurate predictions of that outcome, that is, whether messages’ relative PME standing is diagnostic of their relative AME standing.

Naturally, then, one form of evidence that has often been adduced in support of PME diagnosticity is the ability to predict AME outcomes (e.g., subsequent behavior) on the basis of PME assessments. The evidence of this predictability takes the form of positive correlations between individuals’ PME and AME scores (henceforth “individual-level” PME-AME correlations).

For example, Dillard, Weber, and Vail’s (2007, p. 613) meta-analysis of individual-level PME-AME correlations found a mean correlation of .41 across 40 cases, concluding that “the results empirically demonstrate the value of PE judgments in formative research.” In a more focused meta-analysis, Noar, Barker, Bell, and Yzer (in press, p. 1) reviewed six longitudinal studies of tobacco education messages, reporting that individuals’ PME assessments predicted their quitting intentions (mean individual-level $r = .26$) and cessation behaviors (mean individual-level $r = .20$); these results were interpreted as suggesting that “PME provides some predictive value as to the likely effectiveness of messages.”

Similarly, single studies reporting positive individual-level PME-AME correlations have been taken as underwriting the use of PME measures for message pretesting. For example, Brennan, Durkin, Wakefield, and Kashima (2014, p. 412) found that individuals’ scores on a measure of PME were positively correlated with subsequent intention and behavior change, saying that such findings “increase confidence in the use of PE measures to pretest and evaluate antismoking television advertisements.” Davis, Nonnemaker, Duke, and Farrelly (2013, p. 461) reported that individuals’ PME assessments of smoking-cessation television ads predicted subsequent quitting intentions, arguing that “our findings support the use of PE in quantitative ad pretesting as part of a standard regimen of formative research for...
cessation television campaigns.” Davis, Uhrig, Bann, Rupert, and Fraze (2011, p. 39) found individuals’ scores on PME measures to predict subsequent HIV testing intentions, concluding that “measures of perceived ad effectiveness should be used to quantitatively pretest future HIV/AIDS-focused social marketing campaign messages.” (See, similarly, Choi & Cho, 2016; Noar et al., 2016.)

The argument to be advanced here is that these individual-level PME-AME correlations are in fact not relevant to whether PME measures are a useful way of pretesting messages to assess their relative effectiveness. As a preview of the eventual key point: Individual-level PME-AME correlations speak to the question of whether one can predict individuals’ relative standing on AME using individuals’ relative standing on PME. But for message-pretesting purposes, the question of interest is whether one can predict messages’ relative standing on AME using messages’ relative standing on PME. As will be seen, these are different questions – with independent answers.

**Two Kinds of PME-AME Correlations**

As noted above, the positive PME-AME correlations that are commonly invoked as underwriting the message-pretesting use of PME measures are correlations between individuals’ scores on PME and AME measures. A positive individual-level PME-AME correlation shows that individuals’ relative standing on PME is indicative of individuals’ relative standing on AME.

But where PME and AME data are available for two (or more) messages, it is also possible to compute a second kind of PME-AME correlation, a “message-level” correlation in which the unit of analysis is messages, not individuals. In the relevant sort of dataset, each message has a mean PME value (providing a basis for ranking messages on PME) and a mean AME value (providing a basis for ranking messages on AME) and hence a rank-order correlation can be computed. A positive message-level PME-AME correlation indicates that messages’ relative standing on PME is indicative of messages’ relative standing on AME.

**Independence of the Two Correlations**

One might think that these two kinds of PME-AME correlations must somehow be closely related. In particular, it might be tempting to think that if the individual-level PME-AME correlation is positive, then the message-level PME-AME correlation must also be positive.

But in fact, there is no necessary relationship between the signs of the two correlations. The absence of that relationship is not a consequence of the specific variables of interest here (PME and AME) but rather reflects the properties of correlation coefficients generally and so can be expressed in appropriately abstract terms, as follows.

The two kinds of PME-AME correlations distinguished here (individual-level and message-level) are instantiations of a more abstract general contrast between individual-level and group-level correlations. So imagine a dataset with two variables, X and Y, where the data come from two groups, A and B. One can compute the familiar individual-level correlation between X and Y (indicating the degree to which individuals’ relative standing on X is indicative of their relative standing on Y); one can also compute a group-level correlation between X and Y, that is, the rank-order correlation of the two groups’ X and Y scores (indicating the degree to which the relative standing of groups on X is indicative of the relative standing of groups on Y).

But individual-level and group-level correlations are largely independent. As a place to start in seeing that, consider that the correlation coefficient is invariant under conditions of linear transformations of the variables. Imagine, for example, that in a given dataset the correlation between variable X and variable Y is .6578. Suppose one adds 29.3 to each case’s score on X (thereby changing the mean of X) and divides each case’s score on Y by 3.76 (thereby changing the mean of Y). The recomputed correlation will still be .6578.

This invariance implies that knowing the correlation coefficient cannot possibly provide a basis for inference about the value of the mean on either variable, because the exact same correlation could
have been obtained with a great many numerically different means. Similarly, knowing both the correlation coefficient and the mean value for one variable does not provide a basis for inference about the mean value for the other variable; no matter what the mean happens to be for one variable, the exact same correlation could have been obtained for any number of numerically different means for the other variable.5

So now consider the circumstance in which the data come from two (or more) groups or conditions. Just as it is not possible to draw inferences about overall variable means on the basis of the individual-level correlation between two variables, so it is also not possible to draw inferences about the relationship of group means (i.e., the group-level correlation) on the basis of the individual-level correlation between two variables. For example, the occurrence of a positive individual-level correlation is consistent with positive, negative, or zero group-level correlations. This is easily illustrated with hypothetical data.

Imagine a data set in which data for variables X and Y are available for two groups, with \( n = 5 \) for each group. For group A, the participants’ \((X, Y)\) pairs of scores are \((90, 92), (80, 81), (70, 70), (60, 59), \) and \((50, 48)\). For group B, the scores are \((85, 75), (75, 70), (65, 65), (55, 60), \) and \((45, 55)\). The individual-level correlation between X and Y is quite positive, .94. Group A has a higher mean on X \((70.0)\) than does group B \((65.0)\), and group A also has a higher mean on Y \((70.0)\) than does group B \((65.0)\). Thus, the group-level correlation is positive (rank-order correlation = +1.00), indicating that the relative standing of the two groups on X matches their relative standing on Y.

But a strongly positive individual-level correlation is also consistent with a different relationship of group means, as can be illustrated with a different data set. For group A, the participants’ \((X, Y)\) pairs of scores are \((90, 85), (80, 75), (70, 65), (60, 55), \) and \((50, 45)\). For group B, the scores are \((85, 90), (75, 80), (65, 70), (55, 60), \) and \((45, 50)\). The individual-level correlation is again .94. Group A has a higher mean on X \((70.0)\) than does group B \((65.0)\) – but group B has a higher mean on Y \((70.0)\) than does group A \((65.0)\). That is, even though individuals’ scores on X and Y are strongly positively correlated, the groups’ scores are negatively correlated (rank-order correlation = −1.00), that is, the relative standing of the two groups is different on the two variables.

So, expressed abstractly: The sign of the individual-level correlation between two variables cannot possibly indicate the sign of the group-level correlation (that is, the relationship between groups’ means on those variables).6 And this is a general point about the properties of individual-level correlation coefficients, a point unaffected by the substance of the particular variables involved. No matter what the variables are, a positive individual-level correlation between two variables cannot possibly justify a conclusion about the group-level correlation. Individual-level correlations do not contain information about means – not about overall variable means, and a fortiori not about group means.

**Application to PME-AME Correlations**

As perhaps is apparent, this general reasoning about the properties of individual-level and group-level correlations applies straightforwardly to individual-level and message-level PME-AME correlations. A positive individual-level correlation between PME and AME cannot possibly justify drawing a conclusion about the message-level correlation. The ability to predict individuals’ relative standing on AME from knowing individuals’ relative standing on PME (a positive individual-level PME-AME correlation) does not imply an ability to predict messages’ relative standing on AME from knowing messages’ relative standing on PME (a positive message-level PME-AME correlation).

For example, even if the correlation between individuals’ scores on PME and AME is strongly positive, the correlation between messages’ scores on PME and AME can be strongly negative. As an illustrative hypothetical dataset involving three messages \((N = 12)\): For message A, participants have the following \((PME, AME)\) pairs of scores: \((52,48), (62,58), (72,68), \) and \((82,78)\). For message B, the scores are \((50,50), (60,60), (70,70), \) and \((80,80)\). For message C, the scores are \((78,82), (68,72), (58,62), \) and \((48,52)\). The individual-level PME-AME correlation is .96. The rank-order of messages
on PME is A, B, C (means of 67.0, 65.0, and 63.0, respectively); the rank-order on AME is C, B, A (means of 67.0, 65.0, and 63.0, respectively). That is, the messages’ ranking on PME is the opposite of their ranking on AME; the message-level PME-AME correlation is negative (−1.00). So despite a strongly positive individual-level PME-AME correlation, PME gives exactly the wrong answer about the relative actual effectiveness of these messages.

And notice: The possibility of such divergence between individual-level and message-level PME-AME correlations has nothing to do with the substantive characteristics of PME or AME as variables, or the way in which those variables are measured, or whether some third variable might be influencing both PME and AME, or whether the PME-AME relationship is causal, or whether the correlations are based on cross-sectional or longitudinal data, or whether moderators might influence the strength of the correlation, etc. The divergence is possible simply because of the abstract properties of individual-level and group-level correlations, that is, the ways in which correlations can be influenced by the unit of analysis.

**The Upshot**

The independence of individual-level and message-level PME-AME correlations has a straightforward implication: Individual-level PME-AME correlations do not – cannot – provide evidence that is relevant to the question of whether PME measures are diagnostic of differences between messages in AME. Whether PME measures are a good way of pretesting messages for relative effectiveness cannot be deduced from examination of individual-level PME-AME correlations.

To concretize the consequences of this conclusion, recall Dillard et al.’s (2007, p. 613) meta-analysis; the reported mean individual-level PME-AME correlation of .41 was said to “empirically demonstrate the value of PE judgments in formative research.” But those individual-level correlations are actually not relevant to the question of whether PME assessments are useful in formative research aimed at diagnosing differences in messages’ effectiveness. Similarly, Noar et al.’s (in press, p. 1) claim that positive individual-level PME-AME correlations indicate that “PME provides some predictive value as to the likely effectiveness of messages” is incorrect. Those individual-level correlations cannot possibly show that PME provides guidance either about the likely absolute effectiveness of any one message or about the likely relative effectiveness of several messages.

Unfortunately, such reports of positive individual-level PME-AME correlations have often been relied on in ways that have led to unwarranted inferences. Many researchers have incorrectly reasoned that because individuals’ scores on PME and AME are generally positively correlated, one can draw inferences about messages’ relative AME on the basis of knowing messages’ relative PME (e.g., Dailey, McCracken, & Romo, 2011; Davis & Duke, 2018; Durkin, Bayly, Cotter, Mullin, & Wakefield, 2013; Grummon, Hall, Taillie, & Brewer, 2019; Niederdeppe, Farrelly, Nonnemaker, Davis, & Wagner, 2011; Noar, Palmgreen, Zimmerman, Lustria, & Lu, 2010; Ramsay, Yzer, Luciana, Vohs, & MacDonald, 2013; Yzer et al., 2018). A particularly clear illustration of this mistaken reasoning is provided by O’Keefe (2018a):

> When PME and AME data are collected concerning two messages, the PME–AME correlation computed for data combined across messages does provide evidence relevant to the question of the diagnosticity of PME data. Strong positive across-message PME–AME correlations are an indication that messages’ relative standing on PME will be diagnostic of their relative standing on AME; weak or negative correlations are a sign of poor diagnosticity. (O’Keefe, 2018a, p. 124)

Such reasoning is simply wrong. No matter what their magnitude or direction, individual-level PME-AME correlations do not – cannot – speak to the question of whether messages’ relative standing on PME assessments is a good guide to those messages’ relative standing on AME assessments. Even if individuals’ PME and AME scores are strongly positively correlated, messages’ relative AME standing can be the opposite of their relative PME standing.

Perhaps one source of confusion here has been the ambiguity of referring to “PME-AME correlations” without specifying the unit of analysis. If one is inattentive to that ambiguity, then
reasoning of the following sort might seem correct: “Message A had a higher mean on PME than did message B. And PME and AME are positively correlated. Therefore, message A is likely to have a higher mean on AME than does message B.”

But notice how specifying the unit of analysis can spotlight the mistake in reasoning: “Message A had a higher mean on PME than did message B. And individuals’ scores on PME and AME are positively correlated; that is, individuals’ relative ranking on PME is indicative of individuals’ relative ranking on AME. Therefore, message A is likely to have a higher mean on AME than does message B.” As perhaps is obvious, the second premise is not the required sort, because it’s the wrong unit of analysis. Whether individuals’ scores on PME and AME are positively correlated is not what’s relevant here. The question is whether messages’ scores on PME and AME are positively correlated.

Moving Forward

How to Underwrite a Message Pretesting Procedure

Positive individual-level PME-AME correlations cannot be used to justify the use of PME assessments as a means of diagnosing relative message persuasiveness, because the direction of individual-level PME-AME correlations is independent of whether messages’ relative standing on PME matches their relative standing on AME (that is, independent of the direction of message-level PME-AME correlations). And that independence reflects a general abstract truth about individual-level and message-level correlations, not something specific to PME or AME.

Thus this observation has implications beyond PME assessments specifically. For any proposed message pretesting measure, correlations between individuals’ scores on that measure and individuals’ AME scores will not be relevant to the question of whether that measure accurately diagnoses messages’ differences in effectiveness. For any given message-pretesting variable P, knowing that individuals' scores on P are correlated with individuals’ AME scores provides no information about whether P can accurately distinguish relatively more and less persuasive messages.

Instead, relevant evidence concerning a possible pretest measure will consist of message-level correlations, that is, correlations between messages’ scores on the pretest variable and on AME. To show that a given message-pretesting procedure is diagnostic of differences in messages’ AME, one needs evidence of positive message-level correlations between the pretest variable and AME.

In order to produce such evidence, one will need to have data that permits one to compare different messages’ standing on AME. Expressed differently: If a study does not have data concerning the rank-ordering of messages in terms of relative actual persuasiveness, then that study does not have data that can speak to the question of how to predict the rank-ordering of messages in terms of relative actual persuasiveness. In general, if a study does not contain an assessment of X, that study cannot speak to the question of how to predict X.

That point might seem too obvious to be worth mentioning, but consider: Some of the studies that have commonly been cited as supporting the use of PME assessments in message pretesting have not had data that allowed rank-ordering of messages in terms of relative AME. For example, some studies exposed all participants to the same message or message materials, as in Davis et al.’s (2011) design; all participants saw the same HIV-testing campaign materials (three ads and a booklet), and hence post-exposure AME assessments did not permit comparison of different messages’ standing on AME. In Bigsby, Cappella, and Seitz’s (2013) design, each participant saw four antismoking ads (randomly chosen from a set of 100) and then reported quitting intentions; different participants saw different ads, but because each participant saw four ads before reporting intentions, it was not possible to compare the relative actual effectiveness of individual ads. In Alvaro et al.’s (2013) research, participants were exposed to (and provided PME assessments of) various different anti-marijuana television ads; post-exposure AME measures were obtained, but because participants may have seen multiple ads, it was not possible to compare the effectiveness of different ads.7

It might seem surprising that anyone would offer a study that did not have data about different messages’ standing on AME as somehow being relevant to the question of how to predict different
messages’ standing on AME. But this misstep perhaps becomes more understandable if one remembers that the data were commonly described as “PME-AME correlations,” that is, without explicit characterization of the unit of analysis.

The ambiguous language of “PME-AME correlations” might have easily misled researchers. For example, the (implicit) reasoning might have been something like this: “PME and AME are positively correlated, so one can use PME to predict AME. And our goal is to predict messages’ AME – so the evidence supports using PME to identify relatively more effective messages.”

But, as explained above, this reasoning is flawed because of inattention to the unit of analysis. If individuals’ scores on PME and AME are correlated, then one can use individuals’ PME scores to predict individuals’ relative standing on AME. But evidence of the ability to predict individuals’ relative AME standing is not evidence of the ability to predict messages’ relative AME standing. Individual-level correlations and message-level correlations are different things – and only message-level correlations speak to the ability to predict messages’ relative AME standing.

No matter what the reasoning was that led researchers to think that individual-level PME-AME correlations provided evidence about whether PME assessments are diagnostic of differences in messages’ mean AME scores, that reasoning was plainly defective. One cannot justify the message-pretesting use of PME assessments by invoking positive individual-level PME-AME correlations, because the direction of individual-level PME-AME correlations is independent of whether messages’ rankings on PME match their rankings on AME.

Instead, in future research aimed at identifying dependably diagnostic message-pretesting procedures, the appropriate criterion to use is whether the pretesting procedure accurately predicts messages’ relative actual persuasiveness. When the purpose of message pretesting is to identify the relatively more effective messages, the ability to do that – identify the relatively more effective messages – is the appropriate thing to demand of a message pretesting procedure.

And with respect to PME measures specifically: O’Keefe (2018a, p. 133) reported that the average message-level rank-order PME-AME correlation, across 35 studies, was effectively zero (mean message rank-order \( r = -0.053 \)). That is, even though individual-level PME-AME correlations are characteristically positive (e.g., Dillard et al., 2007), message-level PME-AME correlations are not. Individuals’ relative standing on AME can generally be predicted by individuals’ relative standing on PME, but messages’ relative standing on AME cannot generally be predicted by messages’ relative standing on PME.

**Repurposing PME Assessments in Formative Research?**

Against the backdrop of the distinction between individual-level and message-level PME-AME correlations, the fact that individual-level PME-AME correlations are commonly positive raises the possibility that PME data might say more about people than about messages. Specifically, variation between individuals in PME ratings might reflect differences in individuals’ readiness for (or resistance to) change, such that respondents who are on the cusp of behavior change (those who are initially more favorably inclined toward the advocated view) rate messages as more persuasive than do respondents who are more resistant to change (for an earlier discussion of such a hypothesis, see Zhao, Strasser, Cappella, Lerman, & Fishbein, 2011, p. 60).

This picture would explain why individuals’ PME and AME scores are generally positively correlated, because the individuals with higher PME scores would precisely be the individuals most likely to exhibit subsequent change. To concretize that idea, imagine showing a set of antismoking ads to a sample of smokers, obtaining their PME assessments of each ad, and creating a total PME score for each respondent; six months later, AME data are collected on the participants (e.g., number of quit attempts, whether the respondent had successfully quit, etc.). Suppose that individuals’ PME and AME scores were found to be positively correlated: participants who rated the ads as highly persuasive were more likely to quit (or to try to quit, etc.).

---
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Such a pattern of results would not necessarily have to reflect any persuasive effects of the anti-smoking ads to which participants were exposed. In fact, such a set of results could arise even if the ads had no effect whatever.

The alternative process that could give rise to such results would be one in which smokers who were already predisposed to change – those already favorably inclined toward quitting and so already more likely to try to quit in the future – would generally perceive the ads as persuasive, whereas those smokers who were remote from change would generally see the ads as unpersuasive. The smoker who had already started to taper down, or who had set a quit date, or who had already been thinking about nicotine replacement – that smoker, upon seeing the ads, has the reaction “yes, those are good ads, those arguments are persuasive, those are convincing ads.” But the committed smoker, the resolute smoker – that smoker, upon seeing those same ads, has the reaction “those arguments are stupid, they’re not going to convince anybody, those ads are not persuasive.” Unsurprisingly, at the delayed assessment, the former sort of smoker shows behavioral change but the latter does not – even if neither was influenced by the ads to which they were exposed.

This picture of the underlying process is also consistent with research findings of individual-level associations between PME assessments and several relevant pre-exposure states. Such associations have been reported in many tobacco-related studies. For example, in Guillaumier et al.’s (2017) research, smokers with more positive pre-exposure cessation cognitions rated various antismoking messages significantly higher in PME than did smokers with less positive cognitions. In Thrasher et al.’s (2012) study of antismoking pictorial health warning labels, daily smokers perceived the warnings to be less effective (and lower in credibility) than did nondaily smokers. Biener, Ji, Gilpin, and Albers (2004) found that adolescents who owned a tobacco promotional item, compared to those who did not, rated antismoking ads as significantly less effective. In a number of studies, smokers with higher PME scores for antismoking ads, compared to those with lower PME scores, have been found to be significantly more likely to have made a previous quit attempt, to smoke fewer cigarettes, to have a greater desire or readiness to quit, to already have plans to quit, and so on (Bigsby et al., 2013; Brennan et al., 2014; Davis et al., 2017; Davis, Nonnemaker, Farrelly, & Niederdeppe, 2011; Hitchman et al., 2012; Van Dessel, Smith, & De Houwer, 2018; Willemsen, 2005). And several studies have found antismoking messages to be rated higher in perceived effectiveness by nonsmokers than by smokers (Biener, McCallum-Keeler, & Nyman, 2000; Lingwall et al., 2018; Sidhu, 2011; Sobani, Nizami, Raza, Ul Ain Baloch, & Khan, 2010).

Similar individual-level associations have been reported in domains other than tobacco. For example, resolute nonusers of marijuana were found to evaluate antimarijuana ads significantly higher on PME than did users (Alvaro et al., 2013). In O’Donnell and Willoughby’s (2017) research, participants with more positive pre-exposure attitudes toward condom use rated various condom-use Instagram posts significantly higher in PME than did participants with less positive attitudes. People who had received the HPV vaccine evaluated HPV vaccine messages significantly more positively than did those who had not received the vaccine (Dillard, 2013), and people who had received an HIV test in the last 12 months rated messages advocating HIV testing as higher in perceived effectiveness than did those who had never been tested (Davis et al., 2011). In Santa and Cochrane’s (2008) study, anti-DUI (driving under the influence) PSAs were rated as more effective by participants who (pre-exposure) perceived DUI as relatively high in dangerousness than by participants with relatively low dangerousness perceptions. Chen, Grube, Bersamin, Waiters, and Keefe (2005) found that greater frequency of alcohol use was associated with greater perceived effectiveness of beer advertisements. Noar et al. (2010) reported that more consistent condom users rated safer-sex PSAs as more effective than did less consistent users. Weber, Westcott-Baker, and Anderson (2013) found that high-drug-risk respondents rated all manner of different antidrug messages as low in perceived effectiveness.

All these various findings are consistent with the idea that individuals’ PME scores might be indicators of readiness for change, favorable predispositions toward the advocacy, susceptibility (or resistance) to influence, and the like.9 Expressed in transtheoretical model terms (Noar, 2017;
Prochaska & Velicer, 1997), PME assessments might reflect the respondent’s stage of change, such that individuals who have higher PME scores are more likely to be at more advanced stages. Indeed, in two studies that assessed stage of change, participants at more advanced stages were found to generally give more positive message assessments (Donovan, Leivers, & Hannaby, 1999; Santa & Cochran, 2008).

Briefly, then: It appears that individuals’ PME scores are positively correlated with AME or AME-like assessments (attitude, intention, behavior) – positively correlated both with post-exposure AME measures (the usual sort of individual-level PME-AME correlation) and with pre-exposure AME-like measures (as in the studies just reviewed). Parsimony would look for one explanation of those two relationships – and the readiness-for-change interpretation of PME scores fits the bill.

Such an interpretation would point to a possible repurposing of PME measures in formative research. PME measures might turn out to be useful in identifying which individuals might be predisposed to change – and which might be expected to be relatively resistant. Where correlates of PME could be identified (e.g., demographic characteristics), those correlates might be used as markers of likely susceptibility (or resistance) to change. Such information might be used to guide decisions about how to design messages for different audiences, how to best target messages to ensure appropriate exposure, and so forth.

To place all this in a larger context: For present purposes, it’s less important whether this specific hypothesis is sound (for some discussion, see Bigsby et al., 2013; Zhao et al., 2011) than that this line of thinking illustrates the ways in which the existence of generally positive individual-level PME-AME correlations might be re-interpreted. Those correlations cannot properly be interpreted as evidence that PME assessments accurately diagnose differences in message effectiveness, but they might be understood in other ways that point to novel uses for PME assessments in formative research.

**Summary**

Individuals’ scores on measures of perceived message persuasiveness (PME) and actual persuasiveness (AME) are commonly positively correlated, but those individual-level correlations do not – and cannot – show that messages’ relative standing on PME assessments matches their relative standing on AME assessments. The implication is that positive individual-level PME-AME correlations do not provide evidence supporting the message-pretesting practice of using PME assessments to identify relatively more effective messages.

The appropriate kind of evidence for underwriting the use of a message pretesting measure (whether PME assessments or some other method) is the ability of that measure to correctly identify relatively more effective messages. What is wanted to be predicted is not individuals’ relative standing on AME but messages’ relative standing on AME, and hence research on message pretesting measures should focus on whether messages’ pretest scores are positively correlated with messages’ AME scores, that is, whether those pretest measures provide accurate prediction of messages’ relative AME standing.

However, even if PME assessments are not helpful in identifying which messages will be relatively more persuasive, they might turn out to have other uses in formative research. For example, PME measures might assess the degree to which individuals are likely to be disposed or resistant to change – as evidenced by the common positive correlations between individuals’ PME and AME scores.

**Notes**

1. This is a simplified version of formative-research circumstances. Often more than two messages are under consideration, sometimes different sets of messages are being considered for different target audiences, and so forth. But the key issues can be laid out plainly by considering simpler situations.
2. Although the focus of interest here is message *persuasiveness* specifically, for reasons of convenience and familiarity, the acronym PME (perceived message effectiveness) will be used.

3. Again, this is a simplified version of the circumstance faced in formative research. For example, sometimes the decision involves not a choice between just two messages but rather selecting some subset of messages from a larger set (as when, say, 30 different antismoking arguments are under consideration, with an interest in identifying 10 to be deployed).

4. More carefully expressed: The correlation coefficient is invariant under transformations of the form $aX + b$ and $cX + d$, where $a$, $b$, $c$, and $d$ are constants and $a$ and $c$ are positive (for some discussion, see Duncan & Litwiller, 2004).

5. If a concrete illustration is needed, consider these two hypothetical datasets. The mean for X is 70.0 in both sets. The mean for Y is 75.0 in one set and 25.0 in the other – but in each set, the correlation is .8693. The (X,Y) pairs in set #1 are (80,95), (75,75), (70,70), (65,69), and (60,66); in set #2 the pairs are (80,45), (75,25), (70,20), (65,19), and (60,16).

6. Related phenomena have been discussed as the “ecological fallacy” (Firebaugh, 2015; Robinson, 1950), which paradigmatically refers to the fallacy of supposing that the properties of individuals (e.g., individual-level correlations between variables) can be deduced from the properties of groups (e.g., group-level correlations between those variables). The present circumstance may represent the ecological fallacy in reverse, that is, the fallacy of supposing that the properties of messages (e.g., message-level correlations between variables) can be deduced from the properties of individuals (e.g., individual-level correlations between those variables).

7. Even when data were available that allowed comparing messages on AME, those data have sometimes been ignored. Brennan et al.’s (2014, p. 413) design assessed AME after exposing participants to one of two messages – but the analysis collapsed the data across message conditions.

8. This is not entirely suppositional. See, for example, Davis et al. (2017).

9. Although the effects of interest here concern judgments of perceived effectiveness (PME), parallel effects have been observed for ad liking (“attitude-toward-the-ad”): persons with more positive pre-exposure views about the advertised item have more positive assessments of corresponding ads (see, e.g., Chen et al., 2005; Edell & Burke, 1987, Study 1; Lienemann et al., 2019; Messmer, 1979; Unger, Johnson, & Rohrbach, 1995; cf. Wyllie, Zhang, & Casswell, 1998).
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