Variability of persuasive message effects

Meta-analytic evidence and implications
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This paper reports new information concerning the variability of the persuasive effects of variables across messages. Evidence from meta-analytic reviews of persuasive effects research indicates that such variability is common and substantial, even under well-specified experimental conditions. The implications of this evidence for the design, analysis, and interpretation of research on persuasive message effects are discussed.

Theorists, researchers, and message designers have a continuing interest in identifying factors influencing the success of persuasive messages. The classic form of evidence for addressing such questions has been the single-message experimental design, in which several versions of a given message are prepared, varying specifically with respect to the message property of interest.

But questions have been raised about the adequacy of this research format for providing evidence supporting cross-message generalizations about message effects (see especially Jackson & Jacobs, 1983; for some subsequent discussion, see Hunter, Hamilton, & Allen, 1989; Jackson, 1992; Jackson, O'Keefe, & Brashers, 1994; Jackson, O'Keefe, & Jacobs, 1988; Jackson, O'Keefe, Jacobs, & Brashers, 1989; Morley, 1988; Slater, 1991). These concerns might be characterized most broadly as connected with the possibility of variability in the effect of a given treatment across different messages. Obviously, to the extent that the effect of a given treatment varies substantially from message to message, any single-message design will be correspondingly weakened as a basis for generalization.

The extent of such variability is an empirical question, however. This paper offers new evidence about the extent of variability in persuasive message effects, drawn from meta-analytic research reviews. It then discusses the implications of this evidence for the design, analysis, and interpretation of research on persuasive message effects.

Evidence of variability in persuasive message effects

The idea of message-to-message variability in persuasive effects can be expressed straightforwardly. For investigating the question of the relative persuasive effectiveness of messages that vary with respect to some property (fear appeal level, message sidedness, etc.), the most common way of gathering empirical evidence involves an experiment comparing the effects of two (or more) versions of a given message, where the versions differ specifically with respect to the variable of interest. This experimental comparison (e.g., between a high-fear-appeal message and its low-fear-appeal counterpart) will yield some observed difference in persuasiveness between conditions; the amount and direction of this difference — the 'effect size' — can be expressed in various intertranslatable forms such as a standardized mean...
difference \((d)\) or a correlation \((r)\). Replications of this investigation (other studies of that same variable’s persuasive effects) will provide additional effect sizes obtained using different pairs of messages. This collection of effect sizes will have some mean (some average observed effect size); it will also almost certainly have some variance, that is, there will be some variability in the observed effect from one message (that is, one message pair) to another.

The amount of variability in a collection of effect sizes can be expressed in several ways. One familiar index is the standard deviation, computed and understood in the usual way (see, e.g., Shadish & Haddock, 1994, p. 274). Such an index is plainly informative, even if not perhaps quite as transparent as might be wanted.

Birge’s (1932) ratio \(R\) provides another index of variability. Birge’s \(R\) has been commonly used in the physical sciences for assessing the consistency of observations. In any set of observations of a given property (e.g., a set of effect sizes), some variability is expected if only because of sampling variation (that is, some variability is expected because each effect size is based on a sample of respondents). Birge’s \(R\) (which has a lower limit of zero, with no upper limit) is one when a set of observations (effect sizes) is homogeneous except for sampling variability (that is, when the observations display as much variability as might be expected given sampling error). Values above one indicate more variability (and values below one less variability) than might be expected given sampling error. \(R\) thus provides a direct index of the magnitude of heterogeneity (variability) in a collection of effect sizes; as the variability increases, \(R\) increases.

As pointed out by Hedges (1987), Birge’s ratio is related to Hedges and Olkin’s (1986, pp. 123, 235) \(Q\), a common meta-analytic statistical test of the homogeneity in a collection of effect sizes. \(Q\) provides a test value suitable for assessing the statistical significance of the amount of observed variability; \(R\) provides an index of the amount of variability. Thus \(R\) and \(Q\) are related in much the same fashion as an effect-size index (such as \(d\) or \(r\)) is related to the value of a statistical test (such as \(t\) or \(F\)); for instance, a highly-significant \(Q\) does not mean that a large amount of heterogeneity is present (any more than a highly-significant \(t\) means that a large effect size is present).

The present paper reports both the standard deviation and the Birge’s ratio for effects associated with a number of different social-influence variables. These variability indices were computed over the effect sizes reported in extant meta-analytic reviews of social-influence communication effects research. Meta-analysis is a family of procedures for producing a systematic quantitative summary of a set of research studies (for a general introduction, see Rosenthal, 1991). In a meta-analysis, an effect size — a measure of the magnitude of the effect of the variable under investigation — is obtained from each relevant study, and these are combined to yield an average effect (with an affiliated confidence interval). Where a potential moderating factor varies between studies, the set of effect sizes can be subdivided based on levels of the moderator; the mean effect sizes within these subgroups can then be computed and compared.

Meta-analytic reviews, by virtue of collecting effect sizes associated with a given variable, provide a natural source of information about effect-size variability. Such information is not commonly extracted or reported in meta-analytic reviews, because the focus of attention is the mean effect size (either overall, or at different levels of potential moderator variables). But plainly the collected effect sizes can also be examined for the light they can shed on the question of variability in effect.

However, in three ways, the data in these meta-analytic reviews offer a rather conservative basis for the assessment of message-to-message variability. First, it occasionally happens that experimental materials are used in more than one reported study; for example, in research on the door-in-the-face strategy, the same messages were used by Patch (1986) and Dillard and Hale (1992). Many meta-analytic reviews use the study (not the message) as the unit of analysis, and when experimental messages are re-used such a procedure probably underestimates the amount of message-to-message variability; ceteris paribus, within a given collection of effect sizes, as the number of studies using the same message increases, the study-to-study variability likely decreases.
Second, some studies use more than one message pair but fail to report separate results for each pair (e.g., Struckman-Johnson & Struckman-Johnson, 1996). Meta-analytic treatments of such a study commonly simply obtain one summary effect size, even though the effects involve several distinct messages. In such a circumstance, the amount of message-to-message variability will be underestimated; the computed effect size from such a study will conceal any message-to-message variability within the single cross-message composite effect.

Third, when a primary research report indicates an effect is statistically 'nonsignificant' (and no further effect-size information is available), sometimes meta-analysts treat the effect as equivalent to 'no effect' (e.g., $r = .00$), which leads to an underestimation of the variability in effect sizes (Pigott, 1994, pp. 167–168; Ray & Shadish, 1996, p. 1313). This practice is uncommon, but appears to have been followed in at least some of the meta-analyses reviewed here (certainly by Kuhberger, 1998, p. 35; and perhaps by, e.g., Gayle, Preiss, & Allen, 1998, and by Witte & Allen, 1996).

Method

Meta-analytic reviews of social-influence communication effects research were located; included were reviews of studies of particular variables (e.g., message sidedness) and reviews of studies of particular influence domains (e.g., messages aimed at inducing drug abuse resistance). To be included, a review had to report individual effect sizes and study ns for investigations examining persuasive-outcome effects (attitude change, behavioral compliance, and the like). Excluded were reviews reporting only summary meta-analytic results without specifying the individual effect sizes and ns on which the review was based (e.g., Bauman, 1997; Cox, Wogalter, Stokes, & Murff, 1997; Grewal, Kavanooor, Fern, Costley, & Barnes, 1997; Mullen et al., 1997) and reviews or results concerning other effects (effects on credibility perceptions were excluded, for instance). When multiple suitable meta-analyses were available for a given topic, more comprehensive and recent publications were preferred.

For each review, the reported individual effect sizes were converted to $r$ (if not already given in that form). A mean $r$ (specifically, the $n$-weighted mean $r$, computed using the $r^2$-$r$ transformation procedure), the standard deviation (specifically, the ordinary unweighted sample estimate of the standard deviation of the effect sizes; see Shadish & Haddock, 1994, p. 274, eq. 18–20, and the Birge's $R$ (obtained from computation of Hedges and Olkin's $Q$; see Hedges, 1987, p. 446; Hedges & Olkin, 1986, p. 235; Shadish & Haddock, 1994, p. 266) were then computed for each review's set of effect sizes.

Results

Initial results

A total of 23 suitable meta-analyses were located, covering a variety of topics (message sidedness, language intensity, the use of statistical vs. narrative evidence, the foot-in-the-door influence strategy, the induction of resistance-to-persuasion concerning drug use, and so on). Table 1 provides summary information concerning each meta-analysis. It is plain from Table 1 that substantial variability in treatment effects is quite common. Indeed, it is rare for the standard deviation to be smaller than .12, rare for the standard deviation to be smaller than the mean, and rare for $R$ to be less than 2. The $k$-weighted average of the standard deviations in Table 1 is $.171$, and of the $R$s is 3.83; the corresponding simple (unweighted) averages are .148 and 3.04.

Subsets of effects

One possible reaction to these initial results might be to think that the apparent variability could be made to disappear if finer subdivisions of effect sizes were to be employed. In fact, some meta-analysts have pursued the policy that, when a set of significantly heterogeneous effect sizes is found, one aims to divide the cases into subcategories that will contain homogeneous groups of effect sizes (e.g., Dillard et al., 1984). Thus it might be thought that still-finer (and more) subdivisions of the effect sizes would eventually eliminate the variability. It is certainly true that one could
produce such subdivisions, and thereby find apparently-homogeneous (i.e., not significantly heterogeneous) subsets of effect sizes. But in the present context, this reaction would be misguided, for two reasons.

First, subdividing a collection of effect sizes until the variability becomes nonsignificant can be misleading, because the absence of apparent variability can reflect the small number of cases within a given subcategory. A small number of cases provides low power for detecting heterogeneity. In principle it will always be possible to make the variability seem to disappear (that is, become nonsignificant) through appropriate subdivision, but this would not be good evidence for a lack of intrinsic variability within subcategories.

Second, the fact that a collection of effect sizes can be divided in a fashion that minimizes variability within subcategories does not erase the fact of variability in the larger collection of effect sizes. The present results make it quite plain that, across a number of persuasion-effects factors, there is substantial variability in effect from implementation to implementation. Any lack of variability within even finer subcategories could not refute the existence of variability within superordinate categories. And the contrasts embodied in these superordinate categories — one-sided versus two-sided messages, statistical versus narrative evidence, and so forth — are of substantive interest to students of persuasion (analysts, theorists, message designers, and so forth), and hence the existence of variability in effect within such categories is itself of some importance.

Table 1: Variability in Persuasion Effects: Overall Analyses

<table>
<thead>
<tr>
<th>Research domain</th>
<th>mean</th>
<th>SD</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>Communication medium</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>audio-visual vs. audio</td>
<td>7</td>
<td>0.03</td>
<td>1.06</td>
</tr>
<tr>
<td>audio-visual vs. print</td>
<td>8</td>
<td>-0.005</td>
<td>2.56</td>
</tr>
<tr>
<td>audio vs. print</td>
<td>8</td>
<td>-0.011</td>
<td>0.65</td>
</tr>
<tr>
<td>(Rosset &amp; Levine, 1997)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Conclusion explicitness</td>
<td>32</td>
<td>0.138</td>
<td>6.37</td>
</tr>
<tr>
<td>(O’Keefe, 1997)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Delayed communicator identification</td>
<td>10</td>
<td>0.040</td>
<td>5.44</td>
</tr>
<tr>
<td>(O’Keefe, 1997)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Door-in-the-face strategy</td>
<td>88</td>
<td>0.083</td>
<td>3.50</td>
</tr>
<tr>
<td>(O’Keefe &amp; Hale, 1995)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Drug abuse resistance education effects on drug attitudes</td>
<td>8</td>
<td>0.053</td>
<td>2.17</td>
</tr>
<tr>
<td>effects on drug use</td>
<td>5</td>
<td>0.022</td>
<td>0.62</td>
</tr>
<tr>
<td>(Ennett, Tobler, Ringwalt, &amp; Flewelling, 1994)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fear appeals</td>
<td>34</td>
<td>0.146</td>
<td>2.71</td>
</tr>
<tr>
<td>effects on attitude</td>
<td>41</td>
<td>0.131</td>
<td>6.34</td>
</tr>
<tr>
<td>effects on intention</td>
<td>27</td>
<td>0.169</td>
<td>2.06</td>
</tr>
<tr>
<td>(Wise &amp; Allen, 1990)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Foot-in-the-door strategy</td>
<td>33</td>
<td>0.106</td>
<td>2.56</td>
</tr>
<tr>
<td>(Dillard, Hunter, &amp; Burgoon, 1984)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: k = number of effect-size cases; mean r = average effect size (mean correlation); SD = standard deviation of the effect sizes; R = Birge’s ratio.
Even so, it may be worth examining the variability to be found within subsets of the effect sizes reviewed in these meta-analyses. Several of the meta-analyses report appropriate information for examining the variability to be found within levels of proposed moderators. As these meta-analyses sometimes consider a large number of potential moderators, reproduction of all the relevant analyses is not possible here. But Table 2 provides a sampling of some of the results obtained when effect sizes are segregated by levels of potential moderator variables. (Some meta-analyses examined moderator-variable effects but did not report how individual studies were coded with respect to the moderator, thus preventing such analyses from being included here; e.g., Dillard et al., 1984.)

<table>
<thead>
<tr>
<th>Research domain</th>
<th>mean</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Conclusion explicitness</td>
<td>31.138</td>
<td>.153</td>
<td>6.37</td>
<td></td>
</tr>
<tr>
<td>conclusion explicitness (overall)</td>
<td>14.102</td>
<td>.152</td>
<td>4.16</td>
<td></td>
</tr>
<tr>
<td>conclusion specificity</td>
<td>18.147</td>
<td>.149</td>
<td>8.16</td>
<td></td>
</tr>
<tr>
<td>(O'Keefe, 1997)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Delayed communicator identification</td>
<td>10.049</td>
<td>.391</td>
<td>5.44</td>
<td></td>
</tr>
<tr>
<td>all sources</td>
<td>5.166</td>
<td>.453</td>
<td>5.92</td>
<td></td>
</tr>
<tr>
<td>low-credibility sources</td>
<td>5.098</td>
<td>.315</td>
<td>3.84</td>
<td></td>
</tr>
<tr>
<td>high-credibility sources</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(O'Keefe, 1987)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Door-in-the-face strategy</td>
<td>88.082</td>
<td>.220</td>
<td>3.58</td>
<td></td>
</tr>
<tr>
<td>overall</td>
<td>45.156</td>
<td>.240</td>
<td>3.73</td>
<td></td>
</tr>
<tr>
<td>optimal moderator values</td>
<td>43.027</td>
<td>.184</td>
<td>2.75</td>
<td></td>
</tr>
<tr>
<td>(O'Keefe &amp; Hale, 1998)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Forewarning</td>
<td>12.174</td>
<td>.089</td>
<td>0.79</td>
<td></td>
</tr>
<tr>
<td>all kinds</td>
<td>8.161</td>
<td>.093</td>
<td>0.71</td>
<td></td>
</tr>
<tr>
<td>topic-position warnings</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: k = number of effect-size cases; mean r = average effect size (mean correlation); SD = standard deviation of the effect sizes; R = Birge's ratio.

As indicated in Table 2, even when effect sizes are broken out into subsets on the basis of some moderator variable, substantial variability is still possible. In the 15 subsets of effect sizes reported in Table 2, the k-weighted average of the standard deviations is .129, and of the Rs is 3.73; the corresponding simple (unweighted) averages are .153 and 2.98. These means are quite similar to those observed in the unpartitioned sets of effect sizes.

The variability observed in the subcategories of the door-in-the-face (DITF) influence strategy is especially noteworthy. O'Keefe and Hale (1998) identified five variables that appear to moderate the size of DITF effects, and then classified cases by whether the cases were ones in which all five moderator variables had optimal values (i.e., the conditions were such as to maximize DITF effects) as opposed to cases in which at least one of the five moderators had a suboptimal value. As indicated in Table 2, even under the narrowly-specified set of optimal conditions (involving the nature of the topic and communicator, the medium of communication, and so forth), there was considerable variability in effects (SD = .240, R = 3.73).

In short, there is commonly substantial variability in
persuasive effects, even when moderator variables are used to create subclasses of effect sizes. Moreover, as mentioned previously, all these estimates of variability (both the overall estimates and the within-subcategory estimates) are conservative. It seems plain that message-to-message variability in persuasive effect is genuine and common.

Implications of variability in effects

Variability and generalization about effects

In considering the implications of this observed variability in effects, it may be useful to say at the outset that such variability does not mean that one cannot draw sound general conclusions about the message factor under investigation. In this connection, there are two notable possible errors in reasoning about the meaning of apparent heterogeneity (or homogeneity) within a set of effect sizes.

First, it is a mistake to think that if a set of effect sizes is significantly heterogeneous (i.e., contains statistically significant variability), then no legitimate sound generalization about the mean effect may be drawn. These two matters are not intrinsically related, and are appropriately addressed through two different statistical tests — a test of the significance of the observed variability (heterogeneity) and a test of the significance of the observed mean effect. It is possible for a significantly-heterogeneous set of effect sizes to have a mean effect size that is dependably different from zero. For example, refutational two-sided messages are dependably more persuasive than their one-sided counterparts although the relevant set of effect sizes is significantly heterogeneous (O’Keefe, in press-b). In such a circumstance, a useful generalization is plainly appropriate even given the evidence of heterogeneity.

Second, it is a mistake to think that if a set of effect sizes is apparently homogeneous (i.e., is not significantly heterogeneous), then the observed mean effect size is the population effect. Such reasoning can lead analysts to incorrectly treat mean effects as dependable in the absence of a significance test’s having been performed (that is, even though there is no evidence that the mean effect is in fact dependably different from zero). For example, having found homogeneous sets of effect sizes, Allen (1991, p. 396) treated the corresponding means as indicating genuine effects even though no significance-test information was reported.

But, again, such reasoning fails to appreciate the difference between the results of a test for the significance of the observed variability and the results of a test for the significance of the observed mean effect. It is possible for a set of effect sizes to be apparently homogeneous (that is, not significantly heterogeneous) but for the observed mean effect size to not be significantly different from zero. For example, messages with direct rhetorical questions are not significantly more persuasive than messages lacking such questions, even though the set of effect sizes is homogeneous (that is, not significantly heterogeneous; see Gayle, Preiss, and Allen, 1998).1

In short, there is a distinction to be appreciated between the variability in a set of effect sizes and the significance of the mean effect sizes: a collection of effect sizes could have substantial variability with or without a dependable (statistically significant) mean effect, or could have little variability with or without a dependable mean effect. In the present context, the point to be noticed is that substantial variability in effect, as observed in the present results, does not necessarily imply any impaired ability to reach reliable generalizations about mean effects.

The importance of replications

These results plainly indicate the importance of examining replications (multiple messages) when one is interested in generalizing across messages about persuasive effects. As Jackson and Jacobs (1983) noted, if message effects are uniform from implementation to implementation (message to message), then — so far as generalizing across implementations is concerned — one implementation is as good as another for estimating the mean effect. But if there is substantial variability across implementations, then a good
estimate of the mean effect will require evidence from multiple implementations.

The meta-analytic investigations reviewed above indicate that substantial variability is the norm, not the exception, in persuasion effects research. Given such evidence, results from single-message designs should presumptively be treated as a dubious basis for generalization across messages. Multiple-message designs ought to be the preferred form of primary research evidence; when a single-message design is used, the interpretation of results should be tempered accordingly.

An investigator planning a replicated (multiple-message) design will need to decide how many message replications to include so as to have reasonable statistical power (the likelihood of finding a statistically significant effect given that some genuine effect exists). The power of a replicated design depends upon (inter alia) the variability of effect in the population, the size of the population effect, the number of participants, and the number of replications in the design. It might be feared that the variability observed here is so substantial as to make multiple-message designs unrealistic, because of the potentially large number of replications required for adequate power.

The average variability in the meta-analyses reviewed here (as given by the k-weighted average of the standard deviations from Table 1) is .17. Information provided by Jackson and Brashers (1994) suggests that variability of this magnitude can permit rather good power (in excess of .70 with .05 alpha), even with as few as 10 message replications (across 400 respondents), so long as the population effect size is sufficiently large (in the neighborhood of $r = .20$). Where the population effect size is small, however, it can be difficult to obtain substantial power, even with much smaller variability than observed here. For example, with a population mean $r$ of .08 (the k-weighted average of the absolute values of the mean $r$s in Table 1) and a population standard deviation of only .07, using 25 replications with 400 participants will yield power of approximately .40 (at .05 alpha); with the same population mean $r$ and a population standard deviation of .17, the power is no better than .32.$^5$

In short, the variability observed here is sufficiently large to make one skeptical of single-message designs as a basis for generalization, but not so large as to suggest intrinsically unrealistic requirements for multiple-message designs. The central barrier to adequate power in experimental research on persuasive effects appears not to be the existence of message-to-message variability in effect, but potentially small population effects.

Of course, multiple-message designs can sometimes face practical challenges beyond considerations of statistical power. In some research settings, it may not be feasible or appropriate to implement a replicated (multiple-message) design. In particular, research undertaken in applied settings is often focussed on the effects of particular messages not as representatives of any broader message category but simply as objects of interest in their own right. For example, an advertiser may wish to know which of two specific advertisements is more persuasive, or a manufacturer may wish to learn which of several product warning labels is most effective; such research questions obviously do not require replicated designs. Applied settings can be attractive research venues (e.g., because of their realism), but may provide evidence of limited utility insofar as generalization is concerned. Researchers interested in generalization should not mindlessly forego research opportunities in such settings, but neither should they ignore the potential tradeoffs involved.

Analyzing replications

These results also have implications for the analysis of data based on replications. In particular, the results underscore the appropriateness of random-effects (as opposed to fixed-effects) analysis of replications, both in primary research and in meta-analytic research. These two research applications are usefully discussed separately.

There has been substantial discussion of the choice between fixed-effects and random-effects (or 'mixed-model') analyses of replicated designs in primary research on communication effects (e.g., Burgoon, Hall, & Pfau, 1991; Hunt-
er, Hamilton, & Allen, 1989; Jackson, 1992; Jackson, Brashers, & Massey, 1992; Jackson, O'Keefe, Jacobs, & Brashers, 1989). These alternative statistical analyses differ in how they handle the presence of message replications in an experimental design. In a random-effects analysis (one that treats the message replications as a random factor), the particular messages studied are, like respondents (subjects), seen to be a source of potential error in estimating the treatment effect (the effect of the independent variable of interest); thus in assessing the treatment effect, the statistical computations in a random-effects analysis take into account message-to-message variability. In a fixed-effects analysis (one that treats the message replications as fixed), the assumption is that replications are not a source of error in the estimation of the treatment effect. These different assumptions lead to differences in the statistical assessment of hypotheses concerning the treatment effect (for extensive and careful discussion, see Jackson, 1992).

Perhaps the most simple and compelling argument underwriting the use of random-effects analyses is that only random-effects analyses test the hypotheses that usually are of interest to investigators. It is only occasionally the case that investigators are interested in the specific messages under study; more commonly, the messages under investigation are simply representatives of a larger class of messages to which generalization is desired. But a fixed-effect analysis does not underwrite such generalization, because its analyses do not take into account message-to-message variability; such an analysis establishes that two concrete groups of messages each differ from one another, but since any differences between the two concrete groups may reflect nothing more than case-to-case differences occurring even within categories, the observation that the two concrete groups of messages differ does not justify the conclusion that the categories differ (Jackson, 1992, p. 95).

By contrast, because a random-effects analysis takes into account the observed message-to-message variability in estimating the size of the treatment effect, it underwrites generalizations about the message categories involved (as opposed to merely the specific messages studied). As a number of commentators have suggested, such interest in generalization beyond the cases at hand can be an entirely sufficient justification for the use of random-effects analyses (e.g., Jackson, 1992; Raudenbush, 1994).

But the current results further underwrite such a preference, by showing that message-to-message variability is not rare or trivial. If there were actually little message-to-message variability, then single-message designs might suffice as bases for generalization, and any multiple-message designs might be analyzed in ways that ignore such variability. Given the presence of common and substantial variability, however, analyses that take such variability into account—as random-effects analyses do—seem preferable.

The observed variability in effect also provides a rationale for believing that in meta-analytic reviews of persuasion-effects research, random-effects meta-analytic procedures should be the default choice (as opposed to the more common fixed-effects analyses). As in the case of primary-research replicated designs, a preference for random-effects meta-analytic procedures can be justified simply on the basis that only such analyses test the hypothesis of interest (which involves generalizing beyond the cases at hand; see Hedges & Vevea, 1998). But the present results provide further indication of the appropriateness of random-effects procedures. This can be illustrated concretely by considering three alternative procedures for constructing a confidence interval around some mean effect size (some mean correlation, for instance).

In a procedure described by Hunter and Schmidt (1990, p. 208), the width of the confidence interval around an observed mean correlation is influenced by the total number of participants (the total N), but not by the number of different studies (effect sizes). That is, given some N, the confidence interval is the same whether the meta-analysis is based on two studies or 20. This surely is prima facie an implausible general procedure, if only because it fails to reflect the presumably greater confidence to which one is entitled as (ceteris paribus) the number of studies grows.
In standard fixed-effects meta-analytic procedures (as described, e.g., by Shadish & Haddock, 1994, pp. 265–273), the width of the confidence interval around a mean effect is affected by the number of effect sizes but not by the variability among the observed effect sizes. The consequence may be seen by envisioning two circumstances, one in which the observed effects all cluster tightly around the mean and another in which the observed effects vary greatly. If one's interest is in estimating the location of the population mean effect — that is, including cases (messages or implementations) not yet studied — then presumably the existence of substantial variability among the observed cases should make one less secure in one's estimate of the location of the mean, and hence should yield a larger confidence interval.

In random-effects meta-analytic procedures (e.g., as described by Shadish and Haddock, 1994, pp. 273–278), the width of the confidence interval is influenced by, inter alia, the observed variability among effect sizes; with greater variability, the confidence interval widens. Given an interest in generalizing beyond the cases at hand, this last procedure surely seems the most appropriate.

Obviously, if there were no substantial variability in effect sizes in persuasive-effects research, then it would be inconsequential (to the width of the confidence interval) whether one's analytic procedures bothered to take into account such variability. But the present results suggest that effect-size variability in this research domain is, in fact, common and substantial — thus indicating the importance of acknowledging such variability in one's analyses.

**Message design implications**

Message designers might reasonably expect that research on factors influencing persuasive effects will provide some guidance about principles of effective message design. But the results reported here suggest two cautions that might be kept in mind about such principles.

First, a principle of effective persuasive message design, to be well-supported, requires evidence obtained across a number of message replications. The classic single-message design would be a good source of dependable generalizations if message effects were entirely consistent from one message to the next. But message-to-message variability in effects is plainly quite common — which suggests that, as tempting as it might be to draw a generalization from a study of just one message, message designers (like theorists and researchers) should await better evidence.

Second, even with an appropriately supported general principle, message designers should be prepared for variability in effect. That is, even a well-evidenced general principle of message design provides no guarantee about the effects to be found in any specific case. For example, even if the overall mean effect of a given treatment is dependable positive, a substantial number of individual implementations may nevertheless produce negative effects. Well supported generalizations about persuasive message effects can be useful guides to effective message construction, but do not provide ironclad assurances.

**Conclusion**

There is substantial message-to-message variability in effects concerning persuasive outcomes. It is an empirical question to what extent similar variability obtains in other domains of message effects. But there is no obvious reason to suppose that persuasive message effects will be dramatically different in variability than will effects of educational or informative messages (e.g., effects on learning outcomes or comprehension), social support messages (e.g., effects on feelings of well-being or on health), managerial messages (e.g., effects on subordinate job satisfaction), self-disclosure messages (e.g., effects on liking or perceived trust), and so forth. At a minimum, then, the evidence reviewed here cautions against any easy presumption of uniformity of effects across messages.
Notes

1. Relatedly, some have apparently thought that if a set of effect sizes is homogeneous (i.e., not significantly heterogeneous), then no significant moderator can be at work within the set of effect sizes (e.g., Benoît, 1998, p. 145). But in fact a nonsignificant heterogeneity test does not guarantee the absence of significant moderators (see Cook et al., 1994, pp. 313–314; Hall & Rosenthal, 1991, p. 440).

2. Jackson and Brashers (1994) reported their results in terms of the effect-size index $d$ (specifically, Hedges and Olkin’s (1986) $d$), not $r$. To facilitate the use of Jackson and Brashers’s results, the present data were also analyzed using $d$ (by converting the individual study $r$s to $d$s, then conducting the parallel analyses across meta-analyses as were done with $r$). For the cases in Table 1, the simple (unweighted) mean $d$ (using absolute values) was .177; the corresponding $k$-weighted mean is .180. For those cases, the simple (unweighted) standard deviation is .318; the corresponding $k$-weighted value is .321. Jackson and Brashers’s results indicate that for a population effect size of $d = .18$ and variance of .1 (i.e., a standard deviation of approximately .32), a design with 25 replications and 400 participants will have power of approximately .32 (with .05 alpha); for a population effect size of $d = .18$ and variance of .02 (a standard deviation of approximately .14), a design with 25 replications and 400 participants will have power of approximately .40 (with .05 alpha).
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